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NOMENCLATURE

Symbols:
A

A,B,C
A"
a
a,b
B
C
D
d
E

e

F
f
G

g

H
I
i
i,j

K
k
L
M

m,n

N

n

P

Q

R

fms

S

s

T

t

V

area; amplitude gain; amplitude of X
sinusoidal waveform

x

thermoelectric materials
Z

open-loop amplifier gain

acceleration

dimensions

magnetic flux density

capacitance

deviation ratio; diode

damping coefficient; diameter 0

Young's modulus; power supply volt- T _AB

age or bias voltage

variable voltage; natural logarithm

base o

force
T

frequency

absolute value of transfer function

gap spacing; gravitational
acceleration m

transfer function

current Subscripts:

variable current A

an imaginary number A,B

A,B,C
a constant; filter gain

a,b
gauge factor of a strain guage

amb
length; inductance

B
motor

an integer C

number of turns on a coil

gear ratio; normalized position of a

potentiometer tap

CH
power

CL
electric charge; quality factor

defining a filter characteristic

sharpness CM

resistance D

root-mean-square e

switch contact; thermocouple exp
sensitivity

F
Laplace operator

period; temperature; transformer G

time

voltage

input measurand

a variahlp

impedance

time-phase shift, synchros; angle

thermal coefficient of resistivity;
thermistor material constant;
feedback factor; bandwidth factor

(FM modulation)

permittivity; longitudinal strain
(dimensionless); dielectric
constant

stator angle

Peltier coefficient of materials A

and B whose junction is at tem-
perature T

longitudinal stress; Thompson voltage
coefficient

time constant; group delay

phase shift

ohm

angular frequency, 2_f, rad/sec;

angular rotational velocity,

deg/sec

amplifier

resolver output (voltage)

thermoelectric materials

network elements (resistors

ambient (temperature)

battery/bridge (voltage); bias

(current)

cable (resistance/capacitance);

calibration (resistance);

composite (resistance); carrier

(frequency); center (frequency);

cutoff (frequency)

high cutoff (frequency)

cable leakage (resistance); low

cutoff (frequency)

common mode (gain/impedance)

differential (gain/impedance)

error

exponential

feedback (resistance/capacitance);
fixed (resistance)

gal_gp or galvanometric (resistance)
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i

J

K

k

L

log

M

m

N

n

o

oe

os

P

TL

VL

W

x

input (voltage/current/resistance/ CMR

impedance)
CMRR

index (channel)
CR

thermocouple (sensitivity/voltage

output) CT

index (Bessel function) CX

load (resistance/impedance); longi- DAS
tudinal (strain)

DIN

logarithmic

ratio (voltage) FDM

maximum (frequency)(strain) FET

noise (voltage) FM

natural frequency F.S.

output (voltage/current/resistance/ INS

impedance); free-space value
(permittivity); base channel IRIG
(subcarrier array); reference

(resistance/voltage)
LSB

effective output (impedance)

offset (voltage) LVDT

pattern circuit (voltage); poten-
tiometer (voltage/resistance) MSB

Peltier _,Itage
NASA

reference (temperature/resistance/

voltage)
NBS

source (voltage�current�resistance�

impedance); data spectrum maximum
frequency; shunt (resistance/ NLR

capacitance)

sampling (frequency); signal

(frequency) NRZ

Thompson (voltage); temperature PAM

transducer (voltage/resistance);
thermistor (resistance) PBFM

transducer leakage (resistance) PCM

variable line (resistance) PDM

lead wire (resistance) PM

variable value (voltage/capacitance); PSD

excitation (voltage)
RF

zone (isothermal)
RS

differentiates between similar items

(elements, constants, or phases) RTD

RVDTAbbreviations:

ADC

ADS

AM

BCAC

CBFM

CDX

analog-to-digital converter
RZ

air data system
SAS

amplitude modulation
SCO

Boeing Commercial Aircraft Company
S/N

constant-bandwidth FM
TC

control differential transmitter

common-mode rejection, dB

common-mode rejection ratio

control receiver

control transformer

control transmitter

data-acquisition system

Deutsche Industrienorm (German

Industrial Standard)

frequency division mutiplexing

field-effect transistor

frequency modulation

full scale

inertial navigation system

Inter-Range Instrumentation Group

(U.S.a.)

least significant bit (of a digital

word)

linear variable-differential
transformer

most significant bit (of a digital
word)

National Aeronautics and Space
Administration (U.S.A.)

National Bureau of Standards

(U.S.A.)

Nationaal Lucht-En Ruimtevaartlabor-

atorium (National Aerospace

Laboratory, the Netherlands)

nonreturn to zero

pulse-amplitude modulation

proportional bandwidth FM

pulse-code modulation

pulse-duration modulation

phase modulation

phase-sensitive demodulator

radio frequency

resolver

resistive temperature detector

rotary variable differential trans-
former

return to zero

stability augmentation system

subcarrier oscillator

signal-to-noise ratio

temperature coefficient



TDM

TDR

TDX

TR

time division multiplexing

torque differential receiver

torque differential transmitter

torque receiver

TX

VCO

VDT

torque transmitter

voltage controlled oscillator

variable differential transformer
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1. INTRODUCTION

The primary goal of this volume is to acquaint flight-test and instrumentation engineers with the
most important signal-conditioning techniques and with the ways in which these techniques can best be
applied. The background material provided herein should make it possible for the engineer to understand

the rationale behind the selection of optimal signal-conditioning techniques for given applications.
(The term "engineer" is used throughout for both flight-test and instrumentation engineers.)

A secondary goal of this volume is to provide the new engineer with a working background in

signal-conditioning practices. This material also makes an interesting review for the experienced
engineer, and the sections on practical approximations constitute a fruitful area for further discus-

sion. The appendixes contain theoretical, mathematical, and circuit details on several subjects covered

more generally in the main text, and the references listed at the end of the volume provide handy guide-
lines for further study.

Since even experienced engineers do not always agree on what signal conditioning encompasses,

signal conditioning must first be defined before it can be discussed. As used in this volume, flight-
test signal conditioning is defined as "the signal modifications between the transducer and the input

stage of the recording or telemetry system, the indicator, or the airborne computer" (Ref. i). This
is post-transduction signal conditioning and is the subject of this volume.

Although airborne computers and microprocessors can be very powerful signal conditioners, they are

not extensively discussed. The airborne computer referred to in the above definition would be a com-
puter such as those used in the flight-controls systems and thus would be defined as a data-acquisition

terminal device. A computer can also function as a signal source for the data-acquisition system (DAS),
in which case signal conditioning is required.

The purpose of (post-transduction) signal conditioning is to make an optimal match between the trans-

ducer output and the input of the aircraft data-acquisition terminal devices: for example, to match a

thermocouple to a tape recorder or transmitter. Properly done, this signal conditioning greatly simpli-
fies the airborne data-acquisition and ground data-reduction tasks. For example, pulse-code modulation
(PCM) can place many data channels on a single tape-recorder track or on a single transmitter channel and

can also match the data conveniently to the modern computerized ground data-reduction systems.

An excellent short overview of signal conditioning is provided in Chapter 5 of Ref. I. The symbols
used herein for electrical circuits conform to those recommended in Ref. 2.

IPRECEDING PAGE BLANK I_OT FiLtJ;r}
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2. FLIGHT-TEST SIGNAL-CONDITIONING AND THE ENGINEER

To understand the need for signal conditioning, the engineer must understand the nature and purpose
of each link in the airborne data-acquisition sequence. To illustrate the need for signal conditioning,
an "ideal" instrumentation system is compared with a real instrumentation system. By this means it is

clearly shown why signal conditioning is required and how it can be used to improve the quality of the
data. Flight-test signal conditioning is the subject of this volume and the emphasis is on why the
various techniques are selected. The relative merits of each technique are also discussed.

2.1 THE IDEAL INSTRUMENTATION SYSTEM

In an ideal instrumentation system, there is no requirement for signal conditioning. In this ideal
world, there exists a measurand, a transducer, and an airborne data-terminal device (Fig. i). None of

these ideal system components introduces a time delay.

The measurand is defined as the physical quantity that is to be measured; for example, strain,
pressure, or temperature. The ideal measurand contains no information beyond that required for the
application.

The ideal transducer detects the measurand without distorting the measurand. If the measurand is not

in a form that optimally matches the on-board data-terminal device, then the transducer provides the air-
borne terminal device with the desired representation of the measurand. The ideal transducer introduces
no distortion or noise.

The airborne data-acquisition terminal device is a recorder, transmitter, indicator, or airborne

(terminal-type) computer. The ideal (aircraft) acquisition terminal device requires no signal con-
ditioning, since the transducer optimally matches its input requirements.

2.2 THE PRACTICAL INSTRUMENTATION SYSTEM

Figure 2 is a representation of a practical, one-channel airborne data-acquisition system. This

system differs from the ideal system in that each system element, to a greater or lesser degree, "contam-
inates" the data during the acquisition process. This contamination takes the form of amplitude distor-
tion, time-delay, and additive noise.

Each block in Fig. 2 has an input and an output signal. The relationship between these individual

input and output signals is described by a transfer function (see Sec. 3 and Appendix I). The transfer
function is a mathematical description of how the input signal is modified during transit through each
system element. Most often this description is in the form of an amplitude and time-delay relationship
between input and output. It is vital that the engineer know and understand the transfer function of

each system element so that the effects of the accumulated transfer functions may be corrected in the
data-reduction process.

In addition to the signal modifications by the system elements, noise is introduced within and be-

tween each system element, even including the measurand itself. This noise can be introduced by several
means -- power fluctuations, electrically coupled contamination, and physical vibration. Once this noise
is coupled into the data information, it is very difficult or impossible to remove. The most effective

way to reduce noise is to prevent its entry into the data channel. This reduction can be accomplished
by power-line stabilization, isolation of signal wiring from noise sources, and vibration isolators.

These noise-reduction techniques are covered here only in a general manner since they are considered in
detail in the literature. Reference 3 is an excellent source of information about practical techniques

as applied to aerospace applications. References 4 and 5 cover shielding and grounding techniques for
low-level signals used in flight-test applications; Refs. 6 and 7 are also excellent sources of infor-

mation about these techniques.

2.2.1 The Measurand

The measurand is the physical quantity that the engineer wishes to measure. In a real instrumen-

tation system, the measurand always contains some unwanted information, which in this text is called

noise. Sometimes what is noise to one person is data to another. Consider the output of a control-
surface hydraulic actuator. One engineer wanted to know the position of the control surface over

the range of ±20 ° . Another wanted to measure the dither introduced by the drive electronics into
the actuator. The dither was expected to have a maximum amplitude of ±0.2 ° . Both users had to use
the same data source and each considered the other user's data as noise. The control-surface data

had a frequency spectrum of 0 to 3 Hz, and the dither data had a spectrum of 4 to 6 Hz. The data

spectra of each were too close to permit an ideal separation of the two signals; however, a carefully
designed low-pass filter removed much of the dither-induced ripple from the control-surface data, and

a bandpass filter considerably improved the dither data by removing most of the large static and quasi-
static data excursions.

2.2.2 The Detection Process

The detection process was included in Fig. 2 to emphasize the fact that no real transducer can detect

the measurand without introducing some error. One can only hope that the errors introduced in the detec-
tion process are truly negligible relative to the required accuracy. In a well-designed system this is

usually the case. An even greater problem is that the detection process may be incapable of making the
measurand available to the transducer. In the previous example of measuring the control-surface position

by means of the position of the hydraulic actuator that drove the control surface, the actual position and
shape of the control surface was not truly represented by the measured parameter. That control surface

was on a very high speed aircraft and was distorted by airflow pressures, temperature, temperature gra-
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dients, and acceleration forces. Obviously, when accurate measurements are required, considerable atten-

tion must be devoted to the detection process.

2.2.3 Pre-Transduction Signal Conditioning

Thorough coverage of the subject of pre-transduction signal conditioning would require a volume in

itself; however, the importance of this subject to the overall data-acquisition process demands that
limited coverage of it be included in this document. The use of pre-transduction signal conditioning

offers unique opportunities for system noise reduction and system linearity improvement. It is very

important that the engineer be aware of the effects introduced by neglect or unintentional inclusion

of pre-transduction signal conditioning.

In some instances, a transducer has a transfer function that distorts the amplitude or phase repre-

sentation of a measurand. For example, the transducer itself may have a lightly damped resonance charac-
teristic that produces undesirable side effects. In these situations, it is often possible to introduce

pre-transduction signal conditioning to compensate for these effects and produce a more well-behaved
characteristic. For example, a pneumatic network is sometimes used to modify the undesirable charac-

teristics of a pressure transducer.

On the negative side, the unintentional inclusion of pre-transduction signal conditioning may degrade

the performance of what is otherwise an excellent transducer. This occurs commonly in the mounting of
accelerometers. The mechanical mounting materials and configuration often modify the acceleration wave-

form and thereby reduce the apparent peak acceleration recorded by the data system.

As noted previously, the introduction of noise into the data signal must be carefully avoided. Many

types of noise cannot be eliminated, or can be eliminated only with great difficulty from the electrical
signal downstream of the transducer. It is often easier to eliminate this noise before the transduction

process. For example, a vibration isolator will minimize the addition of noise into the signal from a
transducer that is sensitive to physical vibration. A power-line conditioner will reduce the introduc-
tion of power-line noise from a transducer excited from an unregulated voltage source.

Some real examples of this form of signal conditioning will highlight these kinds of situations.

A major aircraft manufacturer wished to study the effects of the shock wave of a supersonic aircraft

when it passed close to a flight-test aircraft. To accomplish this, the wings and body of the test

aircraft were instrumented with a large number of flush-diaphragm pressure transducers. On the first

test flight, almost half of the pressure transducers were destroyed. When the transducer pressure

diaphragm is mounted flush with the aircraft skin, the diaphragm is in a highly undamped condition.

Any pressure transient or pneumatic noise near the diaphragm's natural frequency can cause the diaphragm

to rupture. The solution was to mount the pressure transducer in a fixture that provided an air chamber

in front of the flush-diaphragm pressure transducer; this chamber was connected by a section of tubing to

a pressure port in the skin (Fig. 3). An analysis of the data can determine the bandwidth required to

produce a reasonable reproduction of the data wave shape, in this case a fairly abrupt transient. The

pneumatic tubing and air chamber, illustrated in Fig. 3, act as a filter that prevents high-frequency

damage to the transducer diaphragm; it also protects the diaphragm from mechanically induced vibrational

damage by pneumatically damping the diaphragm. This pneumatic filter is mathematically described in Ref.

8 by equations that are adequate for small-pressure perturbations. These equations illustrate that the

frequency response, and particularly the system damping, is strongly dependent on the altitude (ambient

pressure). Thus, the system design should be optimized for the test conditions.

In another example, an accelerometer with a frequency response of 0 to 100 Hz was used to measure
aircraft body motions. These motions normally occupy a narrow bandwidth from 0 to 3 Hz. When the

accelerometer was mounted on a light, flexible, and poorly designed instrumentation shelf, self reso-
nances were produced that were in the passband of the accelerometer. A small, high-frequency shelf

deflection in the passband of the accelerometer produced very high acceleration inputs. These inputs
made the desired data difficult to interpret and at times saturated the transducer and made the accel-
erometer output meaningless. The first attempted solution was to provide pre-transduction signal con-

ditioning by stiffening the mounting shelf. This reduced the shelf deflections and, thus, the vibra-
tional noise to the accelerometer. In a severe case, the location was strongly driven by a powerful

source of high-frequency vibrations from the aircraft engine; in that instance, the accelerometer had
to be moved to another location. In another case of severe vibration, the accelerometer had to be

mounted on vibration isolators. Note that post-transduction filtering in this case can remove the
high-frequency noise, but this may mask the fact that these high-frequency accelerations are of such
a magnitude as to render the accelerometer partially or completely inoperative because of saturation.

All of the above examples illustrate that pre-transduction signal conditioning may be required to

achieve useful data or even to save the transducer. Post-transduction signal conditioning, the subject
of this volume, can mask a serious condition and obviously will not protect the transducer from damage.
Pre-transduction signal conditioning is at best a difficult subject and to the author's knowledge, one

that is not covered in any one reference in an adequate manner. The only general rule that can be offered
is that when environmental or noise inputs to a transducer limit its capability to produce quality data,

pre-transduction signal conditioning may be required.

2.2.4 The Transducer

A transducer is a device that can detect a desired measurand, such as a pressure or temperature, and

transform it into an output that is compatible with the data-acquisition system signal conditioning. The
transducer uses some energy from the measurand and outputs energy in a usable form, most commonly as an
electrical output. In some cases the measurand may be in a form that already has the correct output to

match the terminal device, in which case neither a transducer nor signal conditioning would be required.
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Typically, a transducer is required, and the output usually requires modification to match the aircraft
data terminal device.

Signal conditioning is all too often assumed to require only voltage amplification (or attenuation),

zero shifting, impedance matching, or filtering, or combinations thereof. In practice, attention should

also be devoted to the nature of the transducer output and to the data terminal input requirements. For

example, when the transducer is inherently a current or charge-output device, a voltage amplifier is not

the optimum interface. Galvanometers and many indicators are current-sensitive data-terminal devices,

whereas most airborne radio frequency (RF) transmitters are voltage-sensitive devices. This means that

the optimum signal-conditioning technique requires that the engineer accommodate both the transducer out-

put characteristics and the input characteristics of the terminal device. This volume provides this kind

of information for the most popular transduction techniques.

Present-day transducers often contain considerable amounts of signal-conditioning integral with

the transducer package. This trend is made possible by the availability of reliable low-power micro-
electronics. For example, the linear variable-differential transformer (LVDT), which is often used

to acquire control-position data, requires an ac power supply and a demodulator. Many LVDT modules

are presently available as small units which include the dc to ac power supply, the demodulator, and

the required filtering internal to the unit. Since it is impossible to predict just how much signal

conditioning will be included with a particular transducer, the text will normally assume that each

unit has no internal signal conditioning. Thus, the comments on the kinds of signal conditioning

usually encountered with each kind of transduction principle will allow the engineer to determine
if additional or different signal conditioning is needed.

Some transducers have particular characteristics of which the engineer must be aware if the signal

conditioning is to be effective. These characteristics will be covered in the sections on the various

signal conditioners required with specific transduction principles. Signal conditioning is only required

when the transducer data outputs require a more optimum match to the aircraft data terminal. Typical

examples include data-channel multiplexing and transducer-output optimization (amplification, zero

shifting, frequency shaping, demodulation, attenuation, coding, and decoding). Airborne computers

may be required to perform a variety of sophisticated signal-conditioning tasks.

Signal conditioning itself may introduce side effects not all of which are desirable. For example,

signal conditioners such as simple passive filters can exhibit large impedance changes over the operating

frequency range. Multiplexing techniques, such as pulse-code modulation (PCM), usually require upper

frequency restrictions on their input and output signals.

Many data users strongly resist the inclusion of signal-conditioning filters in the signal-

conditioning process since these filters introduce amplitude- and phase-shift changes to the data.

What these data users often do not realize is that each link in the signal-conditioning process has

its own complex transfer function which, like a filter, also produces amplitude and phase shifts. Any

one of these transfer functions can be more limiting than the filter response. All transducers, for

example, have a characteristic frequency response and thus are actually filters.

The development of compact and reliable digital circuitry is revolutionizing the signal conditioning

of flight-test data. More and more signal-conditioning functions are being performed by digital tech-

niques. Presently, the main effect seems to be the inclusion of microcomputers into the data-acquisition

process to perform sophisticated manipulation of data (see Digital Signal Conditioning in Sec. 3). As

more computers are used as airborne data terminals, the growth of computerized signal conditioning will

be even more pronounced. The digital filter is also presently becoming more important, a powerful signal-

conditioning tool for engineers who require very tight control over time delays and filter stability.

2.2.5 The Data-Terminal Device

The data-terminal devices are indicators, recorders, acquisition systems, telemetry transmitters, or

computers. These devices will not be discussed in this volume; however, the special signal-conditioning

requirements of many of these terminal devices is covered in Secs. 5 and 6.

Many modern dynamic flight-test programs are presently requiring extremely close time-correlations

of many diverse data channels. For example, the National Aerospace Laboratory (NLR) in the Netherlands

performed takeoff and landing tests that required that dynamic data be compared with a relative time-

accuracy of I msec. When correlation accuracy of I msec or higher is a requirement, close attention to

every portion of the data-acquisition chain is an absolute necessity. As mentioned earlier in this sec-

tion, each link in the data-acquisition chain, including the data-detection process, can produce time-

delays. Particular attention should be given to pre-transduction signal conditioning, the transducer,

filters, and multiplexing systems.

When the data to be compared are all of one type, say dynamic pressures, the task is somewhat

simpler; this is because constraining each data channel to be in every way identical should keep the

relative time-shifts matched. In the example of pressure-data channels, the pre-transduction signal

conditioning, including the pneumatic system shown in Fig. 3, should be given particular attention.

Different tubing diameters, different tubing lengths, variations in the volume of the air cavity in

front of the transducer diaphragm, kinked tubing, and partially obstructed tubing -- all can dramat-

ically affect the dynamic response of such a pneumatic pre-transduction signal-conditioning system.

The pressure transducers in the example should all be identical, as should all the signal con-

ditioning. Each channel could be recorded, for example, on constant-bandwidth frequency modulation

(CBFM) subcarriers (see Sec. 5) that have identical characteristics with identical output filters,

thus maintaining relative time-correlation. The above example could be cited as a near-ideal system.

In general, many different kinds of measurements will have to be combined. When diverse data such as
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pressuredata,accelerationdata,andinertial guidancedatamustbecomparedin time,thetaskbecomes
verydifficult. Theengineerwill soonrealizethat noblockin Fig. 2canbeneglected.If thedata
arederivedfroma complexsystem,suchasaninertial navigationsystem(INS)that is partof a vehicle
computerizedcontrolsystem,thereis little chanceof achievingreasonabletime-correlationswithother
data. AnINSwithcontinuouslyavailableoutputscouldpermitdatacorrelationoncethedynamiccharac-
teristics (thetransferfunction)of thesystemaredefined.Whenthesignalconditioningcontains
filters, careshouldbetakento matchthefilter typeandbandwidth.Filterswithdifferentband-
widthsexhibitdifferenttime-delays.Filtersof thesamebandwidthbutdifferingin typecancause
wave-shapevariationswhichmakecomparisonsof eventsdifficult.

Assuggestedearlier,multiplexingsystemsintroducesignificanttime-delays.Rigorousinterchannel
time-correlationof datain proportionalbandwidthfrequencymodulation(PBFM)systemsrequirescompen-
sationfor thedifferentoutputfilter time-delays.Interchanneltime-correlationof CBFMchannelsis
simplerwhenthesamebandwidthoptionsareused.Mixingbandwidthoptionsamongchannelsto betime-
correlatedcomplicatesthecorrelationprocess.

Time-divisionmultiplexing(TDM)asusuallyimplementedalsorequirescompensationfor time-sequencing
effects,evenif theinputpre-samplingfilter andtheoutputinterpolationfilters haveidenticalband-
widths.Thisis a resultof thewaymostgroundstationsreconstructthedata. Thiseffectis discussed
underTimeCorrelationof MultiplexedDatain Sec.5.

o°X TA°° Iov
Figure 1. The ideal instrumentation system

r m m __

, 4 ooc-r,oN,,II MEASURAND (X) SIGNAL _i TRANSDUCER

b PLUS NOISE CONDITIONING J 1HE DETECTION PROCESS

Figure 2.

II

SIGNAL U DATA TERMINAL

CONDITIONING _ DEVICE

The practical instrumentation system

AIRCRAFT

SKiN _t

Figure 4.

FLUSH-

TRANSDUCER

A pneumatic pre-transduction signal-conditioning system



13

3. GENERAL SIGNAL-CONDITIONING TECHNIQUES

In this section, the general signal-conditioning techniques, such as amplification, attenuation, zero

shifting, filtering, modulation, demodulation, and functional operations, are discussed. These techniques
can be applied in almost any signal-conditioning application and are, therefore, called general signal-
conditioning techniques. Many of these techniques are later used in Secs. 4-6 to illustrate specific

examples of how signal-conditioning techniques are applied. Two major categories of signal conditioning
(frequency and time-division multiplexing) are discussed in Sec. 5, which covers the signal conditioning

required for signal multiplexing.

Common-mode noise and noise-reduction techniques are also discussed in this section. Specific examples
of how to apply common-mode noise-reduction techniques are discussed in following sections. Reference 3

covers common-mode problems and grounding techniques in detail.

General signal-conditioning techniques are discussed first so that when they are used later in specific
applications, the engineer will be generally familiar with the nature of these techniques. The emphasis
here is on signal-conditioning terminology and function, whereas the appendixes expand on specific subjects
and practical circuits. References are included for those who wish to delve deeper into specific subjects.

3.1 AMPLIFICATION, ATTENUATION, AND ZERO SHIFTING

One of the most common signal-conditioning situations is a signal source that is not compatible

with the device with which it must interface. A transducer, for example, may have a O-5-V output and the
signal encoder to which it must interface may require a ±2.5-V input. This requires a zero shift. Fre-

quently, a transducer output voltage does not match the data-terminal device. For example, a O-20-mV out-
put from a thermocouple is not sufficient for a signal encoder that requires a 5-V input. This situation
requires both a scale-factor change (amplification) of 500 and a zero shift. Attenuation is sometimes

required to reduce or adjust a signal output for the next stage.

Amplifiers are widely used in signal conditioning because they can provide amplification, attenuation,

zero shifting, impedance matching, common-mode voltage rejection, isolation, and other functions. The
most common amplifier is the voltage amplifier (voltage-input/voltage-output). This type of amplifier

is highly developed and available with many desirable features. However, the voltage amplifier is often
used when another type of amplifier would be much more suitable. The charge amplifier (charge-input/

voltage-output) is probably the best known "special" amplifier. Many users are not aware that charge
amplifiers are available that have charge-inputs and current-outputs, an implementation that is valuable

for driving long output lines. Amplifiers are also available, for example, in voltage-input/current-
output and current-input/current-output configurations. Again, it is obvious that the signal input/

output requirements must be known.

In order to select the appropriate amplifier for each application, the engineer must know the

nature of the signal source that drives the amplifier and the nature of the device that the amplifier
must drive. Devices that drive a typical amplifier behave as voltage, current, or charge sources.

The devices that amplifiers drive behave as voltage, current, or charge sensors which are ideally
best driven by amplifier outputs which are, respectively, voltage, current, or charge sources. By
combination, there are nine basic amplifier input/output combinations. Most of these combinations

are not readily available. Flight-test organizations usually have a large number of "instrumentation"
amplifiers that are voltage-input/voltage-output amplifiers. The ready availability of voltage ampli-

fiers has led to their use in inappropriate situations. This misuse has been further encouraged by
excessive use of a powerful technique called Th_venin's theorem. Th6venin's theorem makes it possible

to convert any two terminal electrical energy sources, no matter how complex, into a simple equivalent
voltage source, that is, into a voltage generator in series with an impedance; Fig. 4 illustrates such

an equivalent voltage source.

Since all voltage, current, and charge sources can, by Th_venin's theorem, be converted into

equivalent voltage sources, voltage amplifiers_be used for these sources. The engineer must be
aware of the limitations introduced when, for example, voltage amplifiers are used with current and
charge sources, and take these limitations into account in the design process. A simplified current

source is shown in Fig. 5a.

When this is a representation of a linear transducer whose generated current I is directly propor-

tional to the input measurand X then

I : KX = f(X) (1)

When the load impedance ZL is very much smaller than the source internal impedance Z, essentially

all of the available current flows through the load. Note that the internal impedance of the current

generator itself is infinite. Normally, the shunt impedance Z of Fig. 5a is very high (often a leakage

resistance).

Figure 5b illustrates a voltage source that is an equivalent of the current source of Fig. 5a. This
transformation is accomplished in two steps. The first step is to measure the internal impedance Z of

the current source with the current generator I removed. This measured impedance Z becomes the voltage-

source series impedance Z" in Fig. 5b, and Z_ is equal to Z. The second step is to measure the open-
circuit output voltage of the total current source, which is

e = IZ (2)
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(Notethat if therehadbeennointernalshuntimpedancetheopen-circuitoutput voltage would have been
infinite because the ideal current generator I will keep the current constant with no regard for the size
of the load.) The important point to note here is that the output is now

eo : KXZ : f(X,Z) (3)

When a current-source output is measured by a voltage sensor, such as a voltage amplifier, the

measurand is a function of the current-generator output I, the current-source internal impedance Z,
and the voltage-sensor input impedance. Since Z is, in general, not well controlled, simply placing

a high input impedance voltage amplifier across the outputs of a current generator is undesirable.

A similar situation evolves when using a voltage amplifier to measure the output of a charge source.

Such a charge source, a piezoelectric transducer, is shown later in this section (The Charge Amplifier).
In that related figure (Fig. 16), the charge generator itself is defined as having an infinite internal

impedance. The capacitance C is often inherent in the construction of the transducer, and R is usually
a leakage resistance. From this figure it can readily be shown that the transducer charge Q is a direct
function of the measurand X, such as

Q = KX = f(X) (4)

However, the open circuit voltage output eo is

eo = Q/C (5)

Therefore, by simple algebraic recombination of the above equations, the output, when measured by a

voltage amplifier, is a function of

eo = KX/C = f(X, 1/C) (6)

The above is a simplification of the situation (the actual problem is analyzed in much greater detail in
Appendix F).

In this

operational
operational
amplifiers.

text, many examples are illustrated in which the signal-conditioning circuits are based on

amplifiers. Understanding the circuit function does not require that the reader understand
amplifiers; however, Appendix A presents the theory and practical limitations of operational

3.1.1 Voltage Amplifier

A good general-purpose voltage amplifier (voltage-input/voltage-output) for instrumentation appli-

cations has most of the following features: very high input impedance; very low output impedance;
appropriate frequency response; and sufficient output drive capability. Figure 4 can be used to
represent a transducer with a two-terminal output. The ideal way to measure the internal voltage

of a voltage source such as that shown in Fig. 4 is to measure that voltage when no current is being
drawn from the voltage source. When a current flows during the measurement, an internal voltage drop
occurs across the internal impedance Z, producing an error in the measured output voltage. The above

task can be accomplished by presenting to the voltage source a counter-voltage, adjusted until no
current flows from the voltage source. When this condition of current null is achieved, the input

counter-voltage is exactly equal to and opposite of the equivalent internal voltages of the voltage
sources. The mechanical null-balance-voltage measuring instruments are only infrequently used in

flight-test instrumentation because of their size, frequency limitations, and electromechanical com-
plexity. All of these disadvantages are a consequence of the electromechanical servomechanisms used

to produce the null-balance effect. The servometric null-balance voltmeter is sometimes used in pilot
indicators. It can also be used as an amplifier because it can measure low voltages and because the
voltage output of the servomechanism can be as large as the power supply permits; however, this is not

what is generally meant when one refers to a voltage amplifier.

The modern solid-state voltage amplifier achieves this requirement of zero current drain from the

voltage source by drawing so little current from the voltage source that the current-induced errors
across the internal impedance are negligible. To do this, the voltage-amplifier input impedance must be

very much greater than the voltage-source internal impedance. The voltage amplifier is one of the most
commonly used signal-conditioning amplifiers. This is because voltage amplifiers are readily available
and because they are the appropriate choice in many applications. When a transducer input measurand X

is truly represented by a voltage output, then

e0 = f(X) (7)

and a voltage amplifier is the obvious choice as a signal conditioner. For example, a thermocouple

(Fig. 6) is a true voltage generator and the output voltage eo is a function of the two temperatures
T I and T 2

eo = f(Tl, T2) (8)

In this example, a voltage amplifier is the ideal signal conditioner.
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Figure 7 illustrates a simplified voltage amplifier driven by a voltage source. For simplicity,

all impedances in Fig. 7 are depicted as being resistive. The relationship between the voltage-source

internally generated voltage e and the amplifier input voltage e i is

e i = e [Ri/(R + Ri) ] (9)

The relationship of eo to e i is

eo = Aei [RL/(Ro + RL)] (I0)

As can be seen from Eq. (9), if Ri is very much greater than R, then e i _ e. Likewise from Eq. (i0) it

also holds that if RL is very much greater than Ro, then eo _ Ae i. When both the above restrictions are

valid, then the following equation can be easily derived from Eqs. (9) and (I0):

e o _ Ae (11)

where R i >> R, and RL >> Ro. The relationship shown in Eq. (11) is the justification for selecting a

voltage amplifier. Equation (11) states that the output voltage eo, is directly proportional to the

amplifier gain A, and to the internal voltage e, generated by the voltage generator.

It can be determined from the foregoing that a good general-purpose voltage amplifier for instru-

mentation signal conditioning should have a very high input-impedance, a very low output-impedance, and

a stable amplification factor. It is usually desirable that the amplifier gain A be relatively easy to

change to suit test requirements. Typical gain ranges are from 0.1 to 1,000. Zero offset adjustments

are also usually required and often voltage amplifiers are capable of offsets of ±100% of full-scale.

The frequency bandwidth should be adequate for the task. Appendix B contains a detailed development
of several voltage-amplifier circuits with various features and circuit complexities. In addition to

the above features, most general-purpose instrumentation amplifiers are differential amplifiers (see

Appendix C). A differential amplifier is illustrated in Fig. 8. In an ideal differential amplifier,

the output is not affected by common-mode voltage.

As can be seen in Fig. 8, the output voltage eo is a function of the difference between the two input

voltages, e I and e2. The amplifier input marked with a negative sign is called the inverting input. The

amplifier input marked by a positive sign is called the non-inverting input. If one of the inputs is

grounded (that is, e I or e 2 is zero) then the amplifier is a simple non-differential inverting (e2

grounded) or non-inverting (eI grounded) amplifier.

The main advantage of a differential amplifier is its ability to reject common-mode noise in a flight-

test data-acquisition system. A strain-gauge bridge powered by a battery is a good example of a common-

mode voltage generator. When a differential amplifier is used with a strain-gauge bridge, the desired

signal is actually a small voltage which is the difference between two large voltages. In Fig. 9, a

typical bridge-supply voltage EB is 12 V; the input voltage, e I - e 2 = eB, is typically 0.03 V, maximum.

This means that the common-mode voltage, eCM (6 V), is 100 times the maximum input-signal voltage excur-

sion. Figure 10 illustrates another application of a differential amplifier being used to reject common-

mode inputs.

Common-mode voltages are often inadvertently introduced (as distinguished from the previous example of

a strain-gauge bridge where the common-mode voltage was inherent to the transducer itself) by grounded

loops, electromagnetic pickup, and electrostatic pickup. Incorrect system grounding can convert a common-

mode signal into a differential signal (Ref. 3). Figure 11 illustrates two examples of how a common-mode

signal can be coupled into a circuit via a transducer. In Fig. 11a, a piezoelectric transduction element

which is grounded on one side to its case is also mounted directly to the metal aircraft structure. As

noted in Ref. 3, on grounding techniques, no two points on an aircraft structure can be expected to have

identical potentials, and this potential difference is the common-mode voltage eCM. This common-mode vol-

tage causes current flow in the coaxial cable shield and thus introduces noise into the circuit owing to

the shield reactive components. This noise is called common-mode noise, and this circuit is highly suscep-

tible to common-mode noise. In Fig. 11b, the amount of common-mode noise introduced has been considerably

reduced by the use of an electrical insulator between the transducer and the aircraft structure, but some

common-mode noise is still coupled into the circuit through the insulator case-to-ground capacitance.

The wiring carrying the data signals can also be responsible for the introduction of common-mode

signals into the data. Common-mode voltages are often coupled into a circuit electrostatically by
stray capacitances. In Appendix B, an amplifier is illustrated that drives the wiring shield to track

the signal. This reduces the effect of any shield-to-signal wire capacitances and can significantly

reduce the amount of common-mode voltage introduced into long wires. Electromagnetic fields are par-

ticularly difficult to discriminate against since the braided copper shielding on signal wires only

slightly attenuates these effects. Coupling from strong electromagnetic fields is best avoided by

running wire carrying high currents separately from signal wires and by using twisted shielded wire

pairs for signal wiring.

Referring back to Fig. 10, the amplifier gain, with respect to the differential input signal eD is

AD, and its gain with respect to the common-mode signal eCM is ACM. The differential and common-mode

gains are defined in the following equations:
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AD=eo/eD (12)

whereeCM=O,and

ACM=eo/ecM 13)

where eD = O. The common-mode rejection ratio (CMRR) is defined as

CMRR = AD/ACM 14)

The common-mode rejection (CMR), a figure of merit for an amplifier, is usually expressed logarith-

mically as

CMR (in decibels) = 20 loglo (CMRR) 15)

In many specification sheets, CMRR is also given in units of decibels.

The CMR and CMRR are functions of frequency, input impedance balance, temperature, and signal

amplitude to name the most common parameters. Quite often, a manufacturer's specification will state

how closely the input impedance in each input line must be matched. The frequency of the common-mode
voltage is important. Some differential-amplifier specifications plot CMR versus frequency, whereas

many specify the CMR at one frequency. When no frequency is specified, it should be assumed that it
is specified at a very low frequency, since CMR decreases with increased frequency. Ordinary differen-

tial amplifiers can tolerate common-mode voltages that are limited to something less than the amplifier
supply voltages. Over this limit, the input stage malfunctions and the amplifier becomes inoperative.
When a high degree of input-voltage isolation is required, isolation amplifiers should be used (see the
following subsection).

To take best advantage of the common-mode rejection capabilities of differential amplifiers, the out-

put of a remote transducer should be placed across the differential input leads, the transducer isolated
from ground if possible, and the signal wires between the amplifier and transducer shielded. When trans-
ducers, which have low-level voltage outputs, require remote amplification, consideration should be given

to using a differential amplifier.

It must be emphasized that an amplifier, no matter how good its CMR, will only reject common-mode

signals if those signals are truly identical in amplitude and phase on both input lines. Any phase shift
or amplitude differences between the signals on each input line will produce a differential signal.

3.1.2 Isolation Amplifier

The term isolation amplifier is usually used to describe an amplifier having a very high input-output

ground isolation. Such amplifiers can typically tolerate common-mode voltages of thousands of volts while
accurately amplifying low-level dc and low-frequency differential signals. These amplifiers often have
isolation resistances in excess of i0 II _ and common-mode rejections of 120 dB.

The name isolation amplifier, as it is commonly used, is confusing, since to a limited extent all

amplifiers provide some degree of isolation. Even the single-ended voltage amplifier, to a consider-
able degree, isolates the voltage source input to the amplifier from load fluctuations presented to the

amplifier output. The instrumentation amplifier illustrated in Appendix C has a very high input imped-
ance and a common-mode rejection of over 120 dB at low frequencies; however, these FET (field effect

transistor) input instrumentation amplifiers have a typical maximum common-mode input voltage limitation

of I0 V. This type of amplifier also requires an input leakage path to the output-common in order to
bleed off input bias current.

In flight-test data-acquisition systems, the isolation amplifier can be very useful. Some examples are

I. Physiological studies in which instruments such as electrocardiogram probes are directly con-

nected to human subjects

2.

3.

higher

4.

Data taken from flight-critical aircraft subsystems

Acquiring data from sources that have or could have common-mode voltages that are considerably

than the data-acquisition system common ground

Retrieving data signals from high-impedance sources in noisy environments

5. Isolation of power transients from the data-acquisition system

Particular care should be exercised when instrumentation is connected directly to a human subject

or to a critical flight safety subsystem, as noted in items (i) and (2).

The required input-output isolation can be achieved by many techniques; for example, transformer

coupling, light coupling, and Hall-effect magnetic coupling. All of the devices mentioned above show
considerable nonlinearity at dc and low frequencies. Linearity-compensation techniques can be used to
overcome some of these nonlinearities in the above-mentioned devices; however, the most accurate isola-

tion amplifiers use modulation techniques such as frequency modulation or pulse-width modulation to
achieve the desired accuracies.
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Isolation amplifiers are often used to protect equipment and people from high, steady-state, ac or

transient voltages, and to reliably isolate a critical flight system from other flight-test systems.
Fail-safe features and high reliability should be the prime goals in designing or selecting isolation
amplifiers. The two most popular configurations are the isolated operational amplifier and the isolated

instrumentation amplifier. Figure 12 shows the usual circuit symbols for these types of amplifiers.
Appendix D presents a detailed discussion on how one type of isolation amplifier is constructed.

3.1.3 Current Amplifier

Rigorously defined, a current amplifier is an amplifier that takes a current input and produces an
amplified current output (that is, a current-input/current-output amplifier); however, in this section

the definition has been expanded to include the voltage-input/current-output amplifier (sometimes called

a transconductance amplifier, or a voltage-to-current amplifier), and the current-input/voltage-output
amplifier (sometimes called a current-to-voltage amplifier). All three types of amplifiers are useful;

however, the most commonly used variation is the current-to-voltage amplifier. In fact the current-to-

voltage amplifier is so common that it is called a current amplifier in much of the technical literature.

In Fig. 5, it was earlier demonstrated how a true current-source circuit could by Th6venin's theorem

be transposed into an equivalent voltage-source circuit. In Fig. 13a current-source circuit is illus-

trated with a load ZL. If ZL is the impedance of a current sensor, such as a galvanometer, and if it

is desirable to utilize all of the current-source output IS, then the source impedance ZS must be very

much larger than the load impedance ZL. Ideally, a current source has an infinite internal shunt imped-

ance ZS. In practice, the current source always has a finite, though usually very high, internal shunt

impedance. Therefore, it is desirable to have Z L as low as possible (note that this impedance require-

ment is just the reverse of that required for an ideally loaded voltage source). For example, in the

circuit of Fig. 13, if ZL = ZS, the available current IS would be evenly split between ZL and ZS and

one-half the available current is lost in the source itself.

As a practical example, if ZS were 106 _, and the current source were driving a current-sensitive

device such as a galvanometer that loads the current g_nerator with a I00-_ load, then, even if the

source impedance ZS and galvanometer impedance ZL should change 50%, no appreciable error would be

introduced into the current flowing through the galvanometer element. As a comparison, if the above

current source had been connected to a voltage amplifier whose load on the current source was 1012 Q,

nearly all of the generated current IS would have flowed through the source impedance ZS. In this case,

a ±50% change in Zs would produce a ±50% change in the input voltage to the amplifier.

The current-input/current-output amplifier (Fig. 14a) is used when a transducer current source is in-

adequate to drive the required load. For example, a current source has a maximum output of 10 _A and must

drive a cockpit panel meter that requires 10 mA for a full-scale indication. This would require an ampli-
fier with a current gain of 1,000.

The current-input/voltage-output amplifier is probably the "current" amplifier most encountered in

general use (Fig. 14b). When a transducer is a current source, the current-to-voltage amplifier can be

used to interface the transducer to the more common voltage-type data-terminal devices used in modern

flight-test work. The voltage-input/current-output amplifier (Fig. 14c) is useful when a voltage source

must drive a current-sensitive device, such as a galvanometer or an instrument-panel meter. In addition,

current-output amplifiers, either current-to-current or voltage-to-current, can be useful when driving

long, high-resistance lines. If these high-resistance lines should pass through areas of variable high

temperatures, such as an engine compartment, then the line resistances can change. Also, if the wiring

must pass through a slip-ring, such as might be required when signals are taken from a helicopter rotor,

resistive fluctuations are generated (Ref. 9). Under these conditions, a current-source output amplifier

can significantly reduce the line-resistance errors. This technique of using a current source for reduc-

tion of system sensitivity to static and dynamic line resistances is illustrated in Fig. 15.

In Fig. 15, RVL is a variable line resistance, AR is a resistive noise such as is generated by a slip-

ring, IS and RS are the equivalent current-source parameters, and R is an accurate termination resistor.

The current Io is independent of RVL and AR when R S is much larger than the sum of 2RvL, 2AR, and R;

therefore, Io and eo are independent of RVL and AR. Another solution (with R removed) is to terminate

the wiring of Fig. 15 with a current sensing device, such as a current-to-voltage amplifier.

The various current amplifiers can be very useful when the transducer is a current generator or when

the terminal device is a current sensor. In these cases, they may well be the optimum signal-conditioning

system. For actual current-amplifier circuits constructed from operational amplifiers, see Appendix E.

3.1.4 Charge Amplifier

The charge amplifier discussed here is the charge-input/voltage-output converter (charge-to-voltage

converter). This is a very popular amplifier and one that is frequently used with piezoelectric trans-

ducers and variable-capacitance transducers. Charge-to-current and charge-to-charge amplifiers can be
constructed hut they are used only infrequently and are not discussed here.

Charge amplifiers should be given serious consideration when the signal source generates a charge out-

put. Figure 16 illustrates the electrical representation of a piezoelectric transducer, which is a true

charge source. With a true charge source, a fixed amount of charge is generated for a given static value

of the input measurand X, and in real flight-test situations, this charge will sooner or later be neu-

tralized through various leakage paths. This means that a charge source cannot be used as a true static



signal generator. For this reason, charge-generating transducers are used for performing dynamic measure-
ments such as vibration, shock, and noise.

The charge amplifier is discussed in detail in Appendix F; however, a summary of the characteristics

of a charge amplifier is presented here. The charge amplifier senses the actual charge at its inputs. To

accomplish this a feedback capacitor CF in an operational amplifier is charged until its charge exactly

counters the charge Q produced by the charge generator. (See Fig. 131 in Appendix F for a detailed anal-
ysis of a charge source connected by coaxial cable to a charge amplifier -- charge-input/voltage-output

amplifier.) These amplifiers can track high-frequency charge changes, and the output voltage eo varies
directly as

eo = KQ/CF = f(Q,CF) (16)

The amplifier capacitor CF must be a precision, stable capacitor. This is in contrast to the application

in which a voltage amplifier is used and in which the output voltage is a direct function of the charge-
generator output Q and of all shunt-circuit capacitances. These shunt-circuit capacitances are a function

of many environmental inputs. In addition, the charge amplifier gives the engineer much better control of
the system bandpass frequency response (see Appendix F). Charge amplifiers have many advantages and few

disadvantages when used with charge sources; however, the engineer who wishes to use charge-source trans-
ducers, such as piezoelectric transducers, should not fail to read Piezoelectric Transducer Signal
Conditioning in Sec. 4 and Appendix F.

3.1.5 Logarithmic and Antilogarithmic Amplifier

The logarithmic amplifier and its complementary form, the antilogarithmic (exponential) amplifier, are

useful special-purpose signal conditioners. A primary use of them is in the compression/expansion of data
that have a wide dynamic range. They are also used to linearize transducers that have exponential or

logarithmic data outputs and to perform mathematical operations such as multiplication and division.

Small amplifier units are commercially available or may be constructed from operational amplifiers and
external diodes or transistors. However, to make a device that is accurate over a reasonable flight-test

temperature range requires careful attention to temperature-compensation techniques. (See Ref. I0 for an
analysis of a logarithmic amplifier constructed from an operational amplifier and a diode.) Full tem-

perature compensation involves temperature matching of diodes (or transistors) and the use of temperature-
sensitive resistors. These temperature-compensating techniques are time-consuming but can be

accomplished.

The logarithmic and antilogarithmic (exponential) functions are

elog = KllOglO(K211/12) (17)

eex p = K3exPlO(K4el/e2) (18)

A further explanation of Eqs. (17) and (18) follows.

I. The logarithm and exponential functions are mathematical operators which are defined only for num-

bers that are dimensionless quantities; therefore, the terms inside the parenthesis in both equations are
dimensionless ratios. It is often desirable to derive the logarithm or exponential functions as the ratio

of two currents or voltages. In many applications it is necessary to produce a logarithm or exponential

function from a single variable; this can be accomplished by placing an appropriate steady-state bias
current or voltage on one of the two input terminals.

2. The ratio in Eq. (17) is shown as the current ratio. This ratio can also be a voltage ratio but
the dynamic range is decreased (Ref. I0). Typically, a voltage input is limited to four decades of dyna-

mic range, and a current source covers seven decades.

3. In addition, in the case of logarithmic amplifiers even though the output voltage in a practical

amplifier can be adjusted to cover a plus and minus range, these amplifiers are unipolar devices, since
there is no logarithm for a negative number. As an example, if the sinusoidal vibrational modes of a
panel are measured with an accelerometer, then using a logarithmic amplifier to compress the data is not

meaningful on the negative half of the bipolar sinusoidal input. Biasing the sinusoidal signal so that it
is always positive is not desirable: the amplifiers are usually used because of the wide dynamic range of

the input signals. This means that the signal is biased very high, and therefore, is very compressed for
high-input signals and expanded for low (previously negative) input signals.

The uses of a logarithmic and antilogarithmic amplifier are implied in the equations; however, there

is one interesting "pseudologarithmic" data compressor. As mentioned above, it is difficult to compress a
bipolar ac input signal. Figure 17a illustrates an ac data compressor with psuedologarithmic response.
In this circuit, taken from Ref. II, the diodes DI and D2 generate the logarithmic response for the posi-

tive and negative output voltages, respectively. The resistor RF is required because of the discontinuity

in the log curves at zero; it modifies the response curve in the vicinity of zero as shown in Fig. 17b.

This amplifier cannot be effectively temperature-compensated and thus is useful only under temperature-
controlled conditions or for signal compression when high accuracy is not a requirement. As an overscale

backup channel to an ordinary linear channel, this circuit can be very useful.
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3.1.6 AlternatingCurrentAmplifier

Theoperationalamplifiersandinstrumentamplifiersillustratedin theappendixesarecapableof
amplification from steady state to the amplifier upper frequency limit. However, it is often desirable to

reject steady-state signals and to discriminate against low frequencies; for example, a transducer that
has a low-frequency drift. The ac amplifier provides this capability. The ac amplifier is usually formed
by adding a capacitor in series with the input signal; however, other techniques (for example, transformer
coupling) can also be used but they are more expensive.

Figure 18 illustrates two dc instrumentation amplifiers that use series blocking capacitors to form

economical ac amplifiers. The resistors R 1 and R2 are required only when the instrumentation amplifier

has no appropriate discharge path to amplifier-common. (See Appendix G for actual circuit examples and
analysis of the low-frequency cutoff.)

3.1.7 Amplitude-Modulation Carrier Amplifier System

An amplitude-modulation (AM) carrier amplifier system is a very powerful signal-conditioning technique

for reducing or eliminating certain very difficult noise problems. When a transducer data spectrum (shown
in Fig. 19 as covering the frequency range of zero to fs) coexists with a harsh electrical noise spectrum,
AM techniques are used to translate the data spectrum up to a higher frequency where there is less chance
of noise contamination.

AM techniques can be used with both self-generating and non-self-generating transducers, as shown in
Fig. 20; however, for the self-generating transducer, a modulator must be introduced at the transducer

output as shown in Fig. 20a. (Self-generating and non-self-generating transducers are defined in Sec. 4.)
Any noise introduced at the transducer into the wiring leading to the modulator, or at the modulator

before modulation, will be included in the modulated signal. The low-pass filter does, however, limit the

signal and noise bandwidths into the modulator. When a non-self-generating transducer such as a poten-
tiometer or strain gauge is used, as in Fig. 20b, the modulation is performed within the transducer

itself; this has far-reaching implications as will be discussed. The following discussion centers on
carrier-amplifier techniques that use non-self-generating transducers as modulating devices.

When a non-self-generating transducer such as a strain-gauge bridge is used as a modulator (see

Appendix H), any electrical noise not in the spectrum of the bandpass amplifier will be rejected. This is
quite an impressive statement. For example, if the strain-gauge bridge is mounted in a strong temperature

gradient near a device that generates considerable 400-Hz energy, the bridge output is likely to contain
considerable 400-Hz noise. It is also quite likely to generate very-low-frequency thermoelectric noise
outputs. None of this electrical noise spectrum would be amplified. Only those inputs that caused a

resistive bridge imbalance are amplified by the carrier-amplifier system. Examples of amplified noise
include strains applied to the bridge, which include noise (that is, actual inputs other than the desired

measurand) or temperature gradients that produce actual bridge imbalances; see Ref. 3 for examples of
carrier techniques. Another advantage of the AM carrier amplifier system is that the bridge output is an

ac signal with no steady-state component. This signal is amplified by a bandpass amplifier. Bandpass
amplifiers are available with stable high gains. When AM carrier amplifiers are used with a phase-
sensitive demodulator, positive and negative outputs are generated with a zero steady-state output at

bridge balance. In contrast, when a bridge excited by a dc power supply uses an instrumentation amplifier
to increase the signal level, then not only is all the electrical noise to the amplifier input amplified,
but the amplifier also contributes low-frequency voltage offsets.

In general, carrier-amplifier systems are used with low-level signals in noisy environments. Usually

these systems are used with non-self-generating transducers that produce the amplitude-modulated signal as
a by-product of the transduction process. Appendix H examines some actual circuits. The expense and

complexity of this type of signal conditioning usually limits its use to premium data channels in a high-
noise environment.

3.2 FILTERS

A filter is a frequency-selective, signal-conditioning element that is used to transmit or attenuate a

selected frequency or band of frequencies. (An exception is the all-pass network, which is sometimes
called a filter and is used only to provide phase corrections). In flight-test data-acquisition systems,
the filter is used to reduce the noise outside the data bandwidth. It is also used to isolate certain

bands of frequencies in the signal for special analysis. The comb-filter and the airborne spectrum ana-
lyzer are examples of frequency-isolation applications.

Figure 21 depicts the "ideal" amplitude response of the four most common types of filters encountered

in flight-test data systems. As can be seen, the four basic filter types are the (I) low-pass filter, (2)
high-pass filter, (3) bandpass filter, and (4) band-reject filter.

One of the major applications for filters in modern airborne-sampled data-acquisition systems is the
anti-aliasing filter (aliasing is discussed in Sec. 5). Although the general characteristics of filters
will be discussed in this chapter, the rationale for selecting anti-aliasing filters is presented in
Sec. 5 of this report and in Ref. I.

3.2.1 Noise Reduction with Filters

In the Introduction, noise was defined as any signal not of interest to the engineer. Typically,

the engineer specifies a desired data bandwidth (which extends from some low or zero frequency to some
upper frequency limit). A filter is then selected that attenuates signal inputs above the upper fre-

quency limit and produces acceptably low distortion below the upper frequency limit. Note that filters
are not ordinarily used to reduce the noise inside the data bandwidth; however, pre-emphasis filters used
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asthesignal-conditioninginputsto taperecordersareusedto enhancethesignal-to-noiseratio inside
thedatabandwidth,Selectinga filter that will reduce the noise external to the signal bandwidth re-

quires knowledge of the external noise distribution. There is no way of simply categorizing spectral
noise distributions; however, the following types of noise distributions are commonly encountered:

1. Constant spectral density noise (often called white or thermal noise)

2. Noise that increases with frequency

3. Noise that increases inversely with frequency

4. Specific discrete noise frequencies

Constant spectral density noise is a function of the square roots of the data bandwidths: if a first-
order, 20-Hz low-pass filter is replaced by a first-order, lO-Hz low-pass filter, the noise reduction is

about 30%. Even if an ideal lO-Hz low-pass filter is used, only an additional 20% noise reduction is
realized. Most practical filters will achieve considerably less noise reduction than the ideal filter.

Increasing the order of a filter beyond second-order is not a particularly effective way to reduce this
type of noise.

Noise that changes as a function of the noise frequency is reduced using specialized techniques. With
noise that increases with frequency, it is important to locate the high-frequency filter cutoff near the

highest frequency of interest. When the noise increases rapidly with frequency, high-order filters may be
required. Noise that increases inversely with frequency, such as transistor flicker noise, makes the

bandpass filter very desirable. If the data must have steady-state response, then systems must be avoided
that introduce this type of noise. The reduction of noise that occurs at a single frequency is discussed

under band-reject filters. Very-low-frequency noise usually must be removed with bandpass filters. A
steady-state offset can be removed by bandpass filters or by biasing.

3.2.2 Ideal Filters

For the ideal filters depicted in Fig. 21, there is no attenuation in the filter passband and no

transmission outside the filter passband. For example, in Fig. 21a the ideal low-pass filter transmits
all frequencies from zero to the cutoff frequency fc without attenuation and passes no other frequencies.

Also, the phase shift of an ideal filter is zero everywhere in the passband. The phase-shift outside the
filter passband is unimportant since nothing is transmitted.

Ideal low-pass filter. - The ideal low-pass filter (Fig. 21a) as mentioned earlier, transmits all

frequencies from zero to fc and provides infinite attenuation at all frequencies above fc. Many air-

borne transducers have a frequency response that extends from zero to some maximum frequency, fm. These

transducers are used to detect measurands that have a frequency spectrum extending from zero to some fre-
quency fc (in the ideal filter example, fc = fm)- The ideal low-pass filter is a very desirable signal-

conditioning element since it rejects noise inputs above fc.

Ideal hiqh-pass filter. - The ideal high-pass filter shown in Fig. 21b is the inverse of the low-pass

filter in that it rejects all frequencies from zero to the cutoff frequency fc. At first glance, this

would seem to be a very useful filter format since not all measurands have useful data near zero fre-

quency, and many transducers have steady-state offset or considerable noise at low frequencies. No
measurand has a frequency spectrum extending from fc to infinity, and all of the bandwidth above the

highest frequency of interest to the engineer is a potential source of noise signals. For these reasons a
bandpass filter is more desirable than a high-pass filter.

Ideal bandpass filter.- The ideal bandpass filter (Fig. 21c) would pass all frequencies between its

low-frequency cutoff fCL and its high-frequency cutoff fCH and reject all other frequencies. When the

desired frequency spectrum of the measurand can be defined as being between fCL and fCH, the ideal band-

pass filter is the desired signal-conditioning element.

Ideal band-reject filter. -- The band-reject filter rejects all frequencies between fCL and fCH and

passes all other frequencies, as shown in Fig. 21d. An ideal band-reject filter is used to reject speci-
fic noise inputs. For example, with a narrow bandwidth it is used to reject a specific noise input such

as the aircraft power frequency. Generally, it would be used in conjunction with a low-pass or bandpass
filter.

3.2.3 Practical Filters

The ideal filter does not exist; real filters can only approximate some of the performance charac-

teristics of the ideal filter. The graphs in Fig. 21 represent only the filter amplitude response. In

addition, all filters introduce a time-delay characteristic which is manifested as a phase shift and is

called the filter phase response. There are two general guidelines about the characteristics of real
filters:

1. The closer the real filter amplitude response approximates the ideal filter amplitude response, the

less linear will be the real filter phase response

2. Conversely, a real filter with an optimized linear phase response has a less than ideal attenuation
characteristic
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Theoptimumwave-shapefidelity for transientdatarequiresa linearchangeof phasewithfrequency
(constanttime-delay).Theoptimumamplituderesponsefor thesteady-statesinusoidis theclosest
approximationto theidealfilter's rectangularamplituderesponse.Theselast tworequirementsare
mutuallyexclusive.Thus,themorethatis knownaboutthedata,its noisedistribution,andthefilter
requirements,theeasierit is to selectanoptimumfilter for theapplication.

It is easyto visualizehowa sinusoidalsignalamplitudewill bemodifiedbythecurvesof Figs.21
and22,butit is difficult to visualizehowanonlinearphasecharacteristicdistortstransientdata.
Usingthesinusoidsignalanalysisasabasis,this understandingcanbeappliedto theanalysisof tran-
sientdata. Transientwaveshapes,suchasstepor pulseinputs,canberepresentedbyaFourierseries
asasequenceof sinusoidfunctions,eachwithaspecificamplitude,frequency,andphaserelationship.
Eachof thesinusoidalcomponentsis subjectedto thefilter transferfunction,andeachamplitudeand
phasecoefficientis affecteddifferently. Thefilter outputis representedbythesummationof these
sinusoidalcomponents.Afilter witha linearphasecharacteristicproduceslowdistortionof theinput
waveshape.Therelativephaserelationshipsaremaintainedwhilethefilter attenuatesthesignalampli-
tudecoefficients.In a low-passfilter, theattenuationof thehigh-frequencycomponentcoefficients
producesa lossof finedetail (cornersare"rounded"onstepor impulsesignals);however,theeyecan
generallyrecognizethewaveshape.Whenthesametransientis subjectedto a filter witha verynon-
linearphaseresponseasa functionof frequency,thephaseof eachfrequencycomponentis radically
shiftedandanewwaveshapeis produced.In extremecases,theoriginalwaveshapeis distortedto such
adegreethatit cannotberecognized.

Real-filtercharacteristicsdonotcloselyapproximatethoseof the idealfilter. Theamplitude
responsesof typicalrealfilters areshownin Fig. 22. Thesecurvesrequirea fewwordsof explanation
for thoseengineersnotfamiliarwithpresentationsof typicalfilter characteristics.In Fig.22the
ordinateis calledthenormalized"amplitude"andis expressedin decibels.It is convenientandconven-
tional to plot filter amplitudesin logarithmicform.Toaccomplishthis, thefilter amplitudeis con-
vertedto a ratio,whichis madedimensionlessbydividingthefilter outputamplitudeat anygiven
frequencybythefilter outputsignalamplitudeat aconvenientreferencefrequency.

In a low-passfilter, thereferenceis usuallythefilter steady-stateamplitude.In ahigh-pass
filter, thereferenceamplitudeis somefrequencyfar abovethefilter cutofffrequencyfc- (Thecutoff
frequencyis definedin thenextsection.)In bandpassfilters, thereferenceamplitudeis establishedat
themidbandfrequency.Andfinally, in theband-rejectfilter, thereferenceamplitudeoftenis the
steady-stateoutputamplitude.Whenthis conventionis used,thenormalizedamplitudewill bezerodB
whenthesignalratioequalsI, andwill expressthefilter outputasafunctionof frequencyin plusor
minusdB.

Whentheabscissaof theamplitude-responsecurveis normalizedandplottedona logarithmicscale,it
becomesconvenientto plotandcombinefilter characteristics.It is easyto plot, sincefilter roll-off
is expressedin 20ndBperdecadewheren is theorderof thefilter (seeAppendixI). Thefinal filter
attenuationasymptoticallyapproachesthe20n-dB/decadeline. Also,sincethenormalizedamplitudeis in
decibels,whenthefilters arenoninteractive,thetwofilter characteristicscanbesummeddirectlyto
providetheoverallfilter characteristic.

Therearemanydifferentwaysto physicallyimplementfilters includingsuchgeneralclassifications
as, for example,mechanicalmagneto-strictivefilters, crystalfilters, discrete-componentpassive
filters, andactivefilters. Eachtypeof filter mentionedhasits ownspecialmerits. Forexample,
mechanicalandcrystalfilters areverydesirablewhenbandpassorband-rejectfilters arerequiredthat
musthaveveryhighratesof band-edgeattenuation.Passivefilters operateat frequencieshigherthan
thoseattainablewithactivefilters (becauseof amplifierresponse,activefilters havehigh-frequency
limitations). Passivefilters areconstructedusingresistors,capacitors,andinductorswhereasactive
filters areconstructedfromamplifiers,resistors,andcapacitors.

Sinceall filters canberepresentedbyamplitude-andphase-shiftcharacteristics,this sectionwill
concentrateonthesegeneralcharacteristics.AppendixI discussesin detailthecharacteristicsand
constructionof activefilters. ThissectionandAppendixI addressthefilter input-output(transfer)
characteristics,andareintendedto assisttheengineerin understandingothertypesof filters. This
doesnotmean,however,thattheengineerwill necessarilyhaveanyideaof theinternalmechanization,or
of theparticularadvantagesordisadvantages.Filters,in all their diversity,constitutea verycomplex
subject,andwhentheengineerhasanunusualrequirement,a filter expertshouldbeconsulted.

Practicallow-passfilter. - Manyflight-testengineersintenselydislikeutilizing filters in data
channels.Figure23is includedto illustratetheamplitudeandphasecharacteristicsthatproducethese
attitudes. Thefilter illustratedis asimplelow-passfilter. It is a first-orderfilter withafinal
roll-off of 6 dB/octave(20dB/decade).In Fig.23athenormalizedamplitudeA/Ao(in dB)is plotted
versusthenormalizedfrequency(logarithmicscale),f/fc. Thepassbandamplituderesponseof Fig. 23ais
-3dBat thecutofffrequency.

It shouldbenotedthatnotuntil I0 timesthecutofffrequencydoestheattenuationapproach20dB,
or 0.1of thesteady-stateoutput.Sincemostengineersdonotutilize datain a logarithmicformat,
Fig. 23bhasbeenincludedto illustratetheamplituderesponseof thefilter in a linearform. In
this figure,thedatahaveapredictableattenuationof almost30%of thesteady-statevalueat the
cutofffrequencyandin facthaveanamplitudeattenuationof over10%at f/fc : 0.5.

Figure23cillustratesthat signalspassingthrougha realfilter aresubjectedto substantialphase
shifts evenwithinthefilter passband(0<f <fc). Thefilter illustratedin Fig. 23is afirst-order
low-passfilter, andwhenfilters withevenlargerattenuationoutsidethepassband(higher-orderfilters)
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are used, even larger phase shifts will result. In general, the sharper rates of change of attenuation
produce higher phase shifts.

All these amplitude and phase changes mean that an engineer who is striving to minimize overall error

may require a sophisticated correction procedure to restore the data integrity. This will be particularly
true when the data are transient.

First-order filters typically used in post-transduction systems are usually passive filters formed
from resistors and capacitors. It is not economical to construct an active first-order filter since it

does not produce enough attenuation outside the passband to justify the circuit complexity involved. For
a modest increase in cost and circuit complexity, an active second-order (or higher-order) filter can be
easily constructed.

Second-order (and higher-order) low-pass filters may be optimized for various signal input character-
istics. Second-order filters have a final theoretical attenuation rate of -12 dB/octave (40 dB/decade)

or twice that of a first-order filter. Note that this means that at I0 times the cutoff frequency,
(f/fc = i0), the attenuation is I0 times greater than that of a first-order filter (0.01 instead of 0.1;

see Figs. 23a and 24a). Unfortunately, a second-order filter also produces a much larger phase shift
(-90 ° at fc) and the phase shift approaches -180 ° at high frequency (see Fig. 24 b). The transfer func-
tion of a second-order all-pole filter is

H(s) = (eo/ei)(s) = A0 [{_c/(S 2 + d_c s + mc2)] (19)

G(m) :i (eo/ei)(Jm)i : A°/V(m/mc)4 + (m/mc)2 ( d2 - 2) + I (2O)

Where

Ao = circuit gain at m = 0

G(m) = steady-state sinusoidal gain at m

d = filter damping factor

H(s) = transform of the transfer function

= 2_f, rad/sec

mc = 2Tfc, where fc is the filter cutoff frequency

m/mc = f/fc

s = jm for determining G(m) (if the circuit has no elements with stored energy)

The Laplace transform of Eq. (19) is reduced to a transfer function that is a complex function of the

angular frequency. The absolute value of this complex equation is shown in Eq. (20) and is the amplitude

response of the filter to a sinusoidal input voltage of fixed amplitude and frequency. The phase response

of the filter is derived in Appendix I.

Figure 24a displays the amplitude equation of Eq. (20) for a few values of filter damping. Notice in

this figure that only one curve intercepts the cutoff frequency at -3 dB, the curve for d =_/'2". All

of the curves in Fig. 24a asymptotically approach the same final attenuation rate. When this final slope

is extrapolated backward, it intercepts the O-dB normalized amplitude response line at f/fc = 1. In this

text, unless otherwise specified, this will be the definition of the filter cutoff frequency, fc.

The values of fc, Ao, and d in Eqs. (19) and (20) are derived in Appendix I for various circuit con-

figurations in terms of resistances and capacitances that are used in conjunction with an operational

amplifier or amplifiers to form active filters. It is important here to know only that if fc, Ao, and d

can be derived in the format of Eq. (19), and therefore as in Eq. (20), considerable insight into many

classic types of filters can be derived from these parameters alone. When fc has been selected and Ao

defined, the filte_ damping factor d can be optimized for various signal waveforms. For example, when d

in Eq. (20) is_, the equation describes the Bessel filter; when d equals_r#, the equation

describes the Butterworth filter; and when the damping d is decreased further (d < _), then a reso-

nant peak results and the equation describes a Chebyshev filter. Figure 24 shows the amplitude response

and phase shift for the Bessel, Butterworth, and the 3-dB, peak-to-peak Chebyshev filters. Chebyshev

filters have ripple or peaks in the passband and are usually specified in terms of this ripple amplitude.

When the engineer first encounters filters, confusion often results because there are so many types,

each with its claimed advantages. To make it even more difficult, many identical filters are called

by more than one name. In flight-test data-acquisition signal conditioning, the most popular filters

are the Bessel, Butterworth, Chebyshev, and the compromise filters. These filters are all described by

Eq. (19). Fortunately, this equation is relatively easy to analyze mathematically (see Appendix I).

The second-order lowpass Butterworth filter, which corresponds to a filter with a damping factor of

d = _, has a "maximally flat" amplitude response to sinusoidal inputs. It is called a maximally flat
filter since any less damping produces a peak in the passband. It is a very popular flight-test signal-
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conditioningfilter in thatmanydatachannelshavesinusoidalsignaloutput.Comparingfirst-andsecond-
orderfilter characteristicsfor example,thefirst orderfilter describedearlierhada30%amplitude
attenuationat f/fc = i, asdoesthesecond-orderButterworthfilter; however,at f/fc =0.5(half band-width),thefirst-orderfilter hasabout10%amplitudeattenuationandthesecond-orderButterworthfilter
hasanattenuationof Only3%,aconsiderableimprovement.

Thesecond-orderBesselfilter resultswhend =Y_andproducesa "maximallyflat" group-delay
response.Thegroupdelayis equalto thederivativewithrespectto angularfrequencyof thephaseresponse:

Groupdelay=_= d(¢)/dm (21)
Thistypeof filter is optimumfor transientdatainputs. Forastepinput,theBesselfilter pro-

duceslessdistortionandreachesthefinal valuesfasterthanthesecond-orderButterworthandChebyshev
filters. However,its midband(f/fc =0.5)amplitudeattenuation,is 13%,andat cutofffrequencyfc the
amplituderesponseis down42%.Thecompromisefilter is a compromisebetweentheButterworthandBessel
filters characteristics,(_r_>d >_), whichmakesit betterthantheButterworthfilter for
transientdataandbetterthantheBesselfilter for sinusoidalinputs.Thecompromisefilter is often
recommendedwhenthedatawill containbothtransientandsinusoidalinformation.

TheChebyshevfilter, suchasshownin Fig.24ahasarippleor peakin thepassband.Witha second-
orderlow-passfilter therewill beonepeakneartheband-edge.Higher-orderChebyshevfilters mayhave
anumberof peaksin thepassband;however,thepeak-to-peakamplitudeof therippleis usuallyspeci-
fied for 1, 2, and3dB. Theselevelsof passbandripplearenotusuallysuitablefor flight-testdata-
acquisitionpurposes.Forexample,a 3-dBpeak-to-peakamplitudeerrorinvolvesanerrorof over30%.A
peak-to-peakrippleof 0.2dB(m2%)is amorereasonablelevel. Chebyshevfilters, sincetheyhaveeven
lessdampingthantheButterworthfilter, arenotdesirablefilters for usewithtransientdata.

It mustherememberedthatat anypointin theamplituderesponsewherethereis a rapidchangein the
rateof attenuation,therewill alsobeacorrespondinglylargechangein thephaseshift. Thisproduces
a groupdelayTwhichis notconstant.If thegroupdelaywereconstanteverywhereinsideandoutside
thefilter passband,therewouldbea linearrelationshipbetweenfrequencyandphaseshift.

Atransmissionfunctionthathassmoothroll-off andhasaconstantgroupdelayis thewell-known
Gaussianfunctionfor whicha real-filter implementationis impossible.Thereasonsfor this aredevel-
opedin Ref.12. TheBesselfilter is oneof thesimplest,maximallyflat group-delayapproximations.

Whentheadvantagesof theabovelow-passfilters arebeingexplained,oneoftenhearsstatements
like "TheBesselfilter is goodfor transientdatabutcutsoff tooslowlyoutsideits passband;the
Butterworthfilter hastheflattest amplituderesponseandanacceptablecutoffoutsidethepassband;
theChebyshevfilter is primarilydesirablebecauseits roll-off outsidethepassbandis fast." Refer-
ringto Fig. 24,theseclaimsfor variousroll-offsdonotseemto bejustified sincethefinal asymp-
totic roll-off of all thefilters is identicalat f/fc = i0. Tounderstandtherationalebehindthe
abovequotedstatement,it is necessaryto replotthefilter characteristicsuchthat thecutofffre-
quencyfc canbedefinedasthepointat whichthefilter final roll-off crossesthe-3-dBpoint.
Figure25showsthecurvesof Fig.24areplottedaccordingto this alternativedefinition.

NotethattheButterworthfilter (d=_r_)doesnothaveto bereplottedsinceit alreadypasses
through-3dBat f/fc =1.0. Whenthecurvesareplottedas in Fig.25,theclaimsaboutdifferentroll-
offsoutsidethebandwidthbecomeapparent.

TheChebyshevfilter in this figureseemsat first glanceto offerconsiderableadvantagesoutsidethe
passband;however,thedistinctdifferenceshowninFig.25is for a 3-dB,peak-to-peak,rippleChebyshev
filter. Thisimprovementwouldbelessstrikingfora O.2-dB,peak-to-peak,Chebyshevfilter, sincethe
improvementincreaseswithincreasingpassbandrippleamplitudes(theO.2-dBpeak-to-peakrippleis recom-
mendedasa maximumpermissibleripplefor general-purpose,data-acquisitlonfilters).

Whentheengineerhassinusoidaldataandmusthaverapidattenuationoutsidethefilter passband,the
Cauerfilter (alsocalledtheelliptic filter) is probablya betteralternativethantheChebyshevfilter.
TheCauerhasa verysteeproll-off outsidethepassbandfor thenumberof componentsinvolved;however,
its transientresponse(overshootperformanceontransientdata)is lessdesirablethanthat of eventhe
Chebyshevfilter. It alsohasripplein boththepassbandandthestop-band,andfilter mechanization
involvessubstantialmatchingandselectingof components.Thesefilters areusuallyimplementedfrom
computer-derivedtables(seeAppendixI). Figure26comparesvarioustypesof fifth-orderfilters to a
similarfifth-orderCauerfilter. NotethattheChebyshevandCauerfilters bothhavebeenselectedto
haveequalpeak-to-peakpassbandripple.

AscanbeseenfromFig. 26,theCauerfilter approachestheideal-filter amplituderesponsein the
regionof cutoff;however,it alsohasripplein thepassbandandstop-band,andafinal attenuationwhich
is lessthantheall polefilters (Bessel,Butterworth,andChebyshev).Whentheengineermustcontend
withtransientdataandneedsa sharperattenuationthanavailablewiththeBesselor compromisefilters,
theequi-rippletime-delayfilter (Ref.12)is anotheroption.

Thestandardlow-passactivefilter reflectsoperationalamplifierlow-frequencydrift andoutputoff-
setvoltagein theoutputsignal. Whenlow-levelsignalsthatcontainvery-low-frequencyinformationmust
befiltered, this drift andoffsetvoltagemayoverwhelmthesignalitself. Averyvaluablezero-offset
low-pass-filtercircuit is developedin Table13ofAppendixI in theButterworth,Bessel,compromise,and
Chebyshevformats.
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Practicalhih_hz__assfilter. - It wasmentionedearlierthat high-passfilters arenotgenerally
desirableflight-testsignalconditioners;however,whencombinedin a propermannerwitha low-pass
filter, abroadbandbandpassfilter is formed.Thebroadbandbandpassfilter is averyeffectiveand
often-usedsignal-conditioningfilter. It is normallydesirableto specificallylimit thehigh-frequency
cutoffin all applications.

Practicalband,assfilter. - Forpurposesof this discussion,handpassfilters will bedividedinto
twoclasses:(i) thebroadbandbandpassfilter, and(2) thenarrow-bandbandpassfilter (seeFig.27).

Thebroadbandbandpassfilter is veryusefulwhentheengineerwishesto discriminateagainstfrequen-
ciesbelowthefilter low-frequencycutofffCLandstill rejectnoiseabovethehighestdatafrequencyof
interest,fCH.Thistypeof filter is oftenusedto rejectsteady-stateoffsetandlow-frequencydrift
andstill limit high-frequencynoise.

Thebroadbandbandpassfilter canbemadebycombiningoverlappinghigh-passandlow-passfilters.
Asalreadydiscussed,thelow-passfilter couldbeaBessel-,Butterworth-,orChebyshev-typefilter.
Correspondingtypesof high-passfilters alsoexistsuchastheBessel,Butterworth,andChebyshev.
Sincethecriteriafor selectingthetypeof low-passfilter will alsoapplyto theselectionof the
high-pass-filtercharacteristics,thehigh-passandlow-passcharacteristicsareusuallymatchedand
thuscouldbeBessel-,Butterworth-,or Chebyshev-typebroadbandbandpassfilters.

Thenarrow-bandbandpassfilter characteristicsshownin Fig.27barenotcommonlyusedin airborne
flight-test data-acquisitionsignalconditioningfor reasonsthatwill bediscussedundernarrow-band
band-rejectfilters.

Practicalband-rejectfilter. - Likethebandpassfilter, theband-rejectfilter will bediscussedin
twobroadcategories:(I) thebroadbandband-rejectfilter, and(2)thenarrow-band"notch"band-reject
filter (Fig.28). Thenarrow-band,band-reject-filtercenter-frequencyis fc. Theband-rejectfilters
arenotfrequentlyencounteredin airborneflight-testdataacquisitionandsignalconditioning;however,
theyaresometimesusedto solvespecialproblems.

FromFig.28it is apparentthatbothbroadbandband-rejectfilters andthenotchfilters asshown
herehavesimilarcharacteristicresponsecurves;thatis, theattenuationcurvesintersecteventually,
andthecurvesof Figs.28aand28bwill generallyhavethesameshapes.Thedifferences,however,are
significantin thatthebroadbandband-rejectionfilter is designedwithwell-definedlowerandupper
cutofffrequenciesfCLandfCH,respectively.Thepointof maximumattenuationis usuallynotdefined.
In thecaseofthenarrow-bandor notchfilter, thefrequencyof maximumattenuationfc andthesharpness
of thenotcharethemaindesignparameters.

Thebroadbandband-rejectfilter is hereinimplementedbyusinghigh-passandlow-passfilters con-
nectedin parallel,asshownin Fig.29. Sincethehigh-passandlow-passfilters canbecomposedof
Bessel,Butterworth,Chebyshev,or anyotherappropriatehigh-andlow-passfilters, theband-reject
filter canalsobeaBesselor Butterworthfilter.

Fixed-frequency,narrow-bandband-rejectfilters, sometimescalledhigh-Qfilters (seeAppendixI for
anexplanationanddefinitionof Q),or notchfilters, aremostcommonlyusedto rejectastrong,single-
frequency,noise-spikeinputsuchasthevehicleelectricalpowerfrequency.Thissolutionshouldbe
appliedonlywheneffortshavefailedto removetheoffendingnoiseinputbyimprovedsignalcondition-
ingandbybetterwiringandgroundingtechniques.Reference3presentsadiscussionof groundingand
shieldingtechniques.Whentheseeffortsfail to sufficientlyreducethesingle-frequency-noisespike
andthespikeis substantiallyoutsidethedesiredfrequencyspectrumof thedata,threesolutionsare
available: (1)useahigher-orderfilter (fasterattenuationoutsidethebandpass(seeAppendixI for
adescriptionofthesetypesof filters); (2) usea Cauerfilter; or (3)usea notchfilter. Sinceall
of thesetechniquesarefrequency-rejectiontechniques,theyarediscussedbelow.

Solution(i) involvestheuseof a low-passor bandpassfilter whichpassesall thefrequenciesof
interestwhileattenuatingthenoiseinputthatis outsidethefilter bandpass.Forexample,if asecond-
order(40-dB/decade)low-passfilter is usedto passthedataof interestandtheexternalnoiseinputs
arestill toolarge,afifth-order(lO0-dB/decade)low-passfilter couldbeused.

Solution(2)involvestheuseof certainspecialfilters, suchastheCauerfilter, whichhave
transmissionzerosin theband-rejectportionof their spectrum.Referto theCauerfilter amplitude
responseshowninFig. 26. Thesezerosareinherentin notchfilters andwithpropercircuit-parameter
selectionthenotchescantheoreticallybemadeto coincidewiththefrequencyof thenoiseinput. Since
thenotchesaretheoreticalpointsof infinite attenuation,anexactmatchwouldin theorycompletely
attenuatethis single-frequency-noiseportionof thesignal. Theproblemwiththis approachwill be
discussedundernotchfilters.

Solution(3)usesafixed-frequencynotchfilter to removeasingle-frequency-noisespike.Whenused
insidethedataspectrum,theserealnon-idealnotchfilters will introducesignificantphaseandampli-
tudedistortionsaroundthenotchfrequency.All fixed-frequencyhigh-Qfilters usedin flight-test
signalconditioningsufferfromtwomajorlimitations. Thefirst limitationis thatmostnoisesources
in theaircraft,suchastheaircraft400-Hzpower,arenotrigidly controlled.Secondly,aircraft tem-
peraturevariationsandthestabilityof thefilter componentsmakeit difficult to maintaintherejec-
tion notchat agivenfrequency.Figures30aand30billustratetwonotchfilters whicharedifferent
onlyin thattheoneshownin Fig.30hhasamuchnarrower(higher-Q)notchthantheonein Fig. 30a.
Thefilter characteristicillustratedin Figs.30aand30bis intendedto haveinfinite attenuationat
fc (thatis, aparallel-teefilter); however,becauseof componentmismatchandcircuit input-to-output
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coupling,this is neverachieved,andthefilter characteristicof Fig.30bwill lookmorelike thatof
Fig. 30c. Thehigh-Qfilter of Fig.30bis usuallydesirablebecauseit producesverylittle amplitude
attenuationto steady-statesinusoidsadjacentto its notchfrequencyfc. Low-Qnotchfilters canpro-
ducesignificantamplitudedistortionsat relativelylowfrequencies.Thesameprecautionsthatapplyto
notchfilters alsoapplyto high-Qbandpassfilters, andconsiderablejudgmentshouldbeexercisedfor
eachapplication.

Tunable filter. - Tunable bandpass and band-reject filters can be very useful signal-conditioning
tools. The high-Q, tunable bandpass filter is used in airborne spectrum analyzers. A tunable band-

reject filter could conceivably be synchronized to the noise source (aircraft ac power for example), and
thus track the noise frequency with a very sharp frequency-rejection notch. A filter of this type is
discussed in Appendix I.

3.2.4 Disadvantages of Filters

After reviewing the effects associated with the introduction of filters into the signal-conditioning
system, it is reasonable that many engineers might say, "Wouldn't it be wonderful if data-acquisition

systems did not require filters?" But such a statement is based on an erroneous understanding of the
nature of a data-acquisition system. The data-acquisition system is a chain of elements all of which
cause amplitude and phase changes.

As an illustrative example, consider an accelerometer which has been located in an air-data nose boom

in such a way that the sensitive axis is linked directly to the position of the angle-of-attack vane.
Since the boom is flexible and in fact has a resonant frequency of its own, the accelerometer's position
is a function of various vehicle and aerodynamic inputs such as aircraft normal acceleration. Thus, a

positional transfer function must be derived that allows corrections even for oscillatory motions of the
boom. The angle-of-attack vane responds to the aerodynamic inputs, and its response is a very complex

function. In many ways, its input/output transfer function is a function of many variables, such as air

density and air velocity. The common small force-balance accelerometer often used in this application

has an input/output transfer function that behaves exactly as a second-order filter with a low cutoff

frequency. To compare or combine these data with other data on the aircraft, all pertinent component

transfer functions in the entire data-acqisition chain must be known and defined. Any one of the above

input/output transfer functions may exert more influence than an anti-aliasing filter.

The important point is that the frequency response of every link in the entire data-acquisition chain

from the measurand detection process to the data recorder or transmitter should be known so that if
necessary, the data can be corrected.

3.3 DIGITAL SIGNAL CONDITIONING

Computers are becoming significant data sources on flight vehicles mainly because of their widespread
use in avionics subsystems -- flight-control systems, inertial navigation systems (INS), and air-data com-
puter systems (ADCS). These computerized avionics subsystems are advanced and sophisticated sources of
information that the vehicle requires to perform its function. On the more modern commercial and mili-

tary vehicles, these systems exchange information with each other, as required, by means of a data bus

that links all the systems together. In many cases, the bus is used to handle the data from computers
and digital transducers.

Digital signal conditioning, the subject of a future AGARDograph, is becoming quite common in many
aircraft data-acquisition systems. Because of the versatility and unique capabilities of digital com-

puters, it is also becoming more common to convert analog data to digital data and to manipulate those
data by means of airborne computers which then become sophisticated signal conditioners.

In modern aircraft, digital logic, microprocessors, microcomputers, and minicomputers are commonly

found in signal-conditioning equipment. The use of microprocessors in flight-test applications will be

covered extensively in a future AGARDograph; however, the following discussions should give the engineer a
preview of digital signal-conditioning techniques.

3.3.1 Analog-to-Digital Converter

The analog-to-digital converter (ADC) serves as the critical interface between the analog voltage

signal and the downstream digital systems. This converter is in large measure the determining factor
in the quality of data obtained from a system. It determines the limits of data accuracy, resolution,
and sample rate from an acquisition system. For high-quality data, the conversion should be done as

close as physically possible to the analog-to-digital converter. Digital data are highly resistant to
noise contamination and usually suffer no degradation until additive noise levels reach a substantial
fraction of the signal level. Early digital conversion therefore limits the chance for noise introduc-

tion before digital conversion.

Placing an ADC in each transducer channel would not only be expensive but inappropriate. The prac-
tical way to digitize a large number of data channels is to place an electronic switching system (multi-
plexer) before the ADC and sample each data channel at an appropriate time, this is called a PCM system
(see Sec. 5).

Since the analog multiplexer must sequentially connect the desired data input channels to the ADC

for processing, it is important that minimal additive noise be introduced by the multiplexer. For this

reason, a high-quality multiplexer with capability commensurate with the ADC is an absolute necessity if
the highest quality data possible are to be obtained from a given system. Appropriate pre-sample filters
are required upstream of the analog multiplexer to avoid data damage owing to aliasing (see Sec. 5).
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Occasionally,a specialtransducerwill requirethat adedicatedADCbeinstalledat thetransducer
location.Anexampleof this situationis ahigh-accuracytotal or staticpressuretransducerthat pro-
videshigh-resolutiondatato theaircraftsystems.ThePCMsystemis notusuallycapableof providing
theaccuracyorresolutioncommensuratewiththehigh-qualitytransducer;asa result,aspecialADCunit
is required.WhenthededicatedADCis used,the interfaceto thePCMsystemis fully digital, andthe
high-resolutiondatarequirespecialprocessingto beincludedin thenormaldatasystemprocess.
3.3.2 DigitalFilter

Thedigital filter is apowerfulsignal-conditioningtechnique.Digitalfilters arepresentlyused
extensivelyincomputerizedground-stationdatareduction.Theyarebeingusedmorefrequentlyin air-
borneapplicationsasfilter requirementsexceedthosepossiblewithanalogfilters. Digitalfilters are
notcommonlyusedin analogdatachannelsbecauseananalogaliasingfilter is requiredbeforethedigital
filter, andananaloginterpolationfilter is requiredafterthedigital filter. Theengineermusthavea
particularlydifficult requirementto justify this complexity.

Asmentionedearlier,whenspecificrequirementsbecomecrucial,it is oftenbestto consulta filter
specialist.Digitalfilters areusedin analogdatasystemswhenproducingaprecise,stabletransfer
functionis toodifficult for ananalogfilter. Furtherreadingondigital filters canbefoundin
Refs.13and14.

A commonlyuseddigital filter is thefinite impulseresponse(FIR)digital filter. SymmetricFIR
filters exhibitpurelylinearphasecharacteristics.Thisfeaturealonewouldmakethemverydesirable
filters; however,a filter expertmayberequiredto makesurethattheseadvantagesarerealized,since
theanalogfilters at thedigital filter inputandoutputproducenonlinearphasecharacteristics.

If thedatahavebeendigitizedandareto remaindigitized,suchasin a PCMor computersystem,
digital filters becomemuchmoreattractive. Evenundertheseconditions,unlessthedataarebeingused
in a real-timeon-boardapplication,it is probablyeasierto performthedigital filtering in theground
stationor ona ground-basedmainframecomputer.
3.3.3 ExtractingDatafromaDigitalDataBus

Acquiringdatafromanavionicssubsystemcomputerfor ageneral-purposeflight data-acquisition
systemis oftenverydifficult sincethesecomputersarenotdesignedfor easeof data-acquisitioninter-
facing,andflight safetyrequirementsdictatethat suchaccessnotproduceavionicssubsystemfailures.
Presently,avionicssubsystemsarelinkedtogetherbyadatabus,andit usuallyis quiteeasyto passively
monitorthedataonthebus. Aresearchengineerwill usuallybepermittedto donomorethanmonitorthe
databus. Considerabledataareavailableto theengineeronbustechniquesandtheacceptablemethodsfor
tappingthis information.

Bydefinition,theseavionicssystemsareaircraftcontrolsystems,whicharenotpartof thedata-
acquisitionsystem.Twoconsiderations,however,havecausedthemto heavilyaffecttheengineerwhois
responsibleforthedata-acquisitionsignalconditioning.Thefirst considerationis thatthesesystems
havebecomeextremelycomplex;therefore,theavionicsengineers,especiallyin thefirst stagesof
flight test, oftenwantto studyall theinformationonthedatabusto aidin problemanalysis.The
secondconsiderationis that systems(for example,theINS,ADS)havebecomehighlyadvancedandthe
databuscontainsmanydatathat areusefulto theengineer.

Figure31showshowanactualflight-testsystemcanmeetbothtypesof demandswithformatting-type
signalconditioners.The"avionicsbusinterfaceI" satisfiestherequirementsof theavionicsdesign
groupto recordall theinformationavailableat busesAandB. Thedatabususedonthis aircraft is
theMilitaryStandard(MIL-STD)1553Bdatabus(Ref.15). Threetypesof 20-bitwordsarepermissible
ondatabusesAandB: commandwords,datawords,andstatuswords.Awordononebuscanoverlapa
wordontheotherbus,andtherearemanytimeswhennowordsexistoneitherbus. Theavionicsbus
interfaceI is a simpleformatting-typesignal-conditioningsystemthatgenerates20-bitpseudodata
wordsfor insertionontothetapechanneluntil adatabuswordis available.Whenadatabusword
arrives,it is insertedintothedatastreamassoonasa20-bitpseudodatawordis completed.If a
wordonthesecondbusshouldoverlapanotherword,it is delayeduntil theendof thefirst wordand
thenit alsois insertedintothedatastream:Thusall wordsonbothbusesarerecordedwithonly
minortimeshifts.

TheavionicsbusinterfaceII is considerablymoresophisticated.In this system,thedatabus,
whichgenerateswordsasynchronously,hasto bematchedto acontinuouslyrepetitivePCMdatastream
functioningat adifferentbit rate. Figure32is ablockdiagramof this system.Thebusreceiver
takesthe20-bitwordsoff thetwobusesandforwardsonebit in orderto identifyfromwhichbusthe
wordwasderived.ThedecoderchangesthecodeformatfromManchesterII bi-phaselevelto anon-return-
to-zero(NRZ)format,removesthesynchronizationwordwhichinvolvesthreebit-times,andalsoremoves
theparitybit. Theresulting16-bitserialwordis passedonto thebufferregister. Thebuffer
registertakesthe16-bitserialwordandconstructsanew20-bitparallelwordwhichcontainsaparity
bit, onebit to denotethebusfromwhichthewordoriginated,andtwobitswhichidentifythetypeof
wordinvolved,thatis, command,data,or status.Also,this registersendsthecommandwordto theword
selectorlogic. Thewordselectorlogiccanbesetto recognizerequestsfor upto 256wordsandselects
whichwordswill beenteredinto thePCMdatastream.Thebufferregisterpassesall datawordsonto
thedataregisterwhichtakesthewordsin at onerateandclocksthemoutat amuchslowerrate,since
thewordis nowa 20-bitparallelword.All wordsaresentto therandomaccessmemorybutonlythe
wordsof interestarewrittenintomemory.Fromtherandomaccessmemorythedatawordsareselectedin
theordertheyareto appearin thePCMdatastreamandsentto thebuffermemory,whichsynchronizesthe
wordratetothatof thePCMsystem.Theparitybit is replacedin therandomaccessmemorybyahit
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that notifies the data user if the word in the randoqq access me,7ory has been refreshed since it was last

inserted in the data stream. This total bus interface takes up one printed circuit card and is a
sophisticated example of formatting-type signal conditioning.

3.3.4 Signal Conditioning with Microcomputers

In the two previous examples there werp no requirements for.on-board, real-time data reduction and

thus no real need for the computational capabilities of a microcomputer. However, one flight-test
instrumentation group has used a microcomputer to accomplish the same bus interface, except that the out-

puts were presented in engineering units and scaled to be displayed and recorded on airborne strip-chart
recorders. In this case, where actual data reduction was required, the computational power and flexibi-
lity of the microcomputer were essential.

A visitor to the various flight-test facilities cannot escape the conclusion that the major trend at

present in signal conditioning is the rapid increase in the application of microcomputers. Microcomputers
are being used, for example, to control a small 32-cell pressure manometer which electronically scans and
repetitively calibrates each pressure module during flight. In addition, these devices are used to

implement a scanning spectrum analyzer and to change raw data to engineering units for aircraft real-time
use.

When should computers be used for airborne signal conditioning? The answer is simply that they should

he used when they can do the task more effectively and faster than other means. The authors' position is

that computerized systems should be used when real-time, on-hoard data reduction is required and two-way

telemetry (that is, raw data on the telemetry down-link and reduced data on the telemetry up-link), is

not desirable. An example is discussed below, which illustrates how this type of airborne signal con-
ditioning can he used to good advantage.

A commercial aircraft company uses microcomputers to provide real-time, on-board computation of

flight-test gross weight (GW) and longitudinal center-of-gravity (c.g.). A block diagram of this system

is shown in Fig. 33. The real-time GW/c.g. computing system (Ref. 16), was developed to solve two simi-

lar problems. On-board f|ight-test engineers were required to compute the aircraft GW or c.g. from the

volumetric flow data and other raw data, a difficult and time-consuming process involving complex graphic

solutions. The present system performs this computation and in so doing significantly reduces actual

flight hours. The second situation required that GW/c.g. profiles be available before follow-on data

reduction. Microcomputers are now used to accumulate flow data and compute the profiles in real time to

avoid the previous lengthy flight tape playback process. This system has made an appreciable reduction
in the ground-based computer data-reduction time.

A complete system uses 10 microcomputers. Each of the five fuel weight flow encoders and the two

discrete data-acquisition units has its dedicated microcomputer; the GW/c.g. processor uses three micro-

computers. In the GW/c.g. processor, one microcomputer controls the keyboard interface, video display,

message processing, and the computing; the two subordinate microcomputers transmit and receive messages

via the communications network. The microcomputer in each fuel weight flow encoder unit is programmed

with several diagnostic parameters and a set of very complete calibration equations, including fuel temp-

erature, fuel pressure, fuel flow rate (pounds per hour), and fuel used (pounds). Calibration equations

are programmed into the microcomputer for the transducers, the fuel encoder unit, a turbine flowmeter, a

platinum temperature sensor, and a pressure sensor. The GW/c.g. processor provides the fuel encoder unit

with an initialization factor which is derived from a preflight fuel density and temperature measurement.

The discrete data-acquisition unit accepts inputs as shown In Fig. 33 and outputs information such as the

moment changes caused by a change in the position of the landing gear and flaps; the composite weight and

moment of the aircraft water ballast; and the fuel-system configuration.

3.3.5 Signal Conditioning with Minicomputers

The Boeing Commercial Airplane Company (BCAC) saved considerable flight time by using a microcomputer

during the flight-certification program of the 747 SP aircraft (Ref. 17). Figure 34 is a simplified

representation of the BCAC computerized flight-test data-acquisition system. The BCAC standard flight-

test data-acquisition system is shown in Fig. 34 above the dashed line. The portion of the system below

the dashed line represents a very limited version of the BCAC ground-monitoring station. This lower por-

tion provides preflight and postflight instrumentation analysis capabilities. Since BCAC was testing a

large commercial passenger aircraft which had no stringent space or weight restrictions, it was logical

to use the minicomputer capabilities to monitor and accomplish near-real-time analysis of the data in

flight. BCAC estimates that the on-board computerized monitoring system used on the 747 SP program cut

the flight load.survey flight time by about 20% and reduced the airplane performance testing by 15%-20%.

This change was facilitated since BCAC does not use telemetry except for critical flight-safety testing,
such as flutter flight tests. Their reasoning is summarized as follows: first, BCAC test aircraft are

large enough to carry analysis and instrumentation engineers; second, the Seattle, Washington, area,

because of surrounding mountains and the prevailing weather patterns, is one of poor telemetry reception;
and third, BCAC wishes to be flexible in scheduling flight tests at many different locations, some of

which may not have telemetry facilities. BCAC has found this flight testing technique very useful, is

using it on all their present test programs, and plans to use this same approach on its future flight-

test programs. If other flight-test facilities agree with the BCAC telemetry approaches, then placing

this amount of ground-station-type computing capahilities in large test aircraft constitutes a desirahle

alternative to the air-to-ground tplemetry.



28

Figure 4. Th_uenin

equivalent circuit

e = IZ

eo = VOLTAGE SOURCE OUTPUT ACROSS THE LOAD IMPEDANCE, Z L
I = CURRENT GENERATOR OUTPUT

Z = Z" = INTERNAL SOURCE IMPEDANCE

Z L = Z L = LOAD IMPEDANCE

11

II

I ZLi z I
II

- ',1
CURRENT LOAD
SOURCE

EQUIVALENT
VOLTAGE

SOURCE

Ir
II

I zL
II

I
I I

I LOAD
I
[

(a) Current-source circuit (b) Equivalent

circuit

voltage-source

Figure 5. Current-source circuit and equivalent voltage-source circuit

] I ]
I A I I

I I eo I
I

I B t T2 I

I I j

Figure 6. Simple thermocouple circuit

A =

e =

e i =

eO =

R =

R i =

RL=

Ro =

1 r
I I

"It
l ei I Ri

I _
VOLTAGE I I
SOURCE I I

I t___

Figure 7.

AMPLIFIER GAIN

VOLTAGE GENERATOR OUTPUT

AMPLIFIER INPUT VOLTAGE

AMPLIFIER OUTPUT VOLTAGE ACROSS RL
VOLTAGE SOURCE INTERNAL IMPEDANCE

AMPLIFIER INPUT IMPEDANCE

AMPLIFIER LOAD RESISTANCE

AMPLIFIER OUTPUT IMPEDANCE

7 [

I I
• leol

VOLTAGE I I

AMPLIFIER I I
I 1

1
I

I'I
RE I

I
I

VOLTAGE I

AMPLIFIER I

LOAD w /

Voltage-amplifier system



-_ el _(_ _e_2 - el)

Eigure 8. Differential instrumentation

amplifier model

29

eB = BRIDGE OUTPUT =e I - e 2

eCM = COMMON-MODE VOLTAGE

(e I + e2)/2 _ EB/2

eo = Ae B =_+AEBAR/2R

e I = EB(R -+ AR)/(2R _+AR)

e 2 = EBR/(2R -+ AR)

R >> AR

i EB R-+AR

R±AR

T
1 elR I e2

Simplified strain-gauge bridge amplifier system
Figure 9.

e D

 ecM
A = AMPLIFIER GAIN

eCM = AMPLIFIER COMMON-MODE

INPUT VOLTAGE

e D = AMPLIFIER DIFFERENTIAL

INPUT VOLTAGE

eo = AMPLIFIER OUTPUT
VOLTAGE

Eigure 20. Common-mode rejection instrumentation amplifier model



3O

PIEZOELECTRIC

TRANSDUCER

i"

I,_L
IT
I
I
L.

/
TRANSDUCER

CASE

COAXIAL CABLE

I
eCM

+C)-
f,

INSTRUMENTATION

AMPLIFIER

( )

)
0

(a)

CHASSIS SIGNAL GROUND

GROUND

Piezoelectric accelerometer with grounded case

PIEZOELECTRIC TRANSDUCER CASE
INSTRUMENTATION

TRANSDUCER / AMPLIFIER

[ -'-1 COAXIAL CABLE

' I (')

iT __ _ I eCM __ eoo
L __ -- "l- -- -- _3"

-r\ +Q-
ISOLATION STUD
CAPACITANCE

CHASSIS SIGNAL GROUND

GROUND

(b) Piezoelectric accelerometer with isolation stud

Figure 11. Transducer common-mode voltage coupling modes

(a) Isolation oper-

ational amplifier

symbol

(b) Isolation instru-

mentation amplifier

symbol

Figure 12. Isolation

ampli_er ciruit

symbols

I s = KX

X = INPUT MEASURAND

ZL_O

Z S _

r i r 1

+i " 'I I I
_s Zs I I ZL IL II

I I I

I CURRENTSOURCE ! I LOADIMPEDANCEOF I
I EOUlVALENTCIRCUITI I ACURRENT-SENSmVEI
L ] L DEVICE J

Figure 13. Current-source equivalent circuit and

load impedance



A = GAIN OF THE CURRENT-INPUT/CURRENT-OUTPUT AMPLIFIER

A 1 = GAIN OF THE VOLTAGE-INPUT/CURRENT-OUTPUT AMPLIFIER

A 2 = GAIN OF THE CURRENT-INPUT/VOLTAGE-OUTPUT AMPLIFIER

ei = INPUT VOLTAGE TO THE AMPLIFIER

eo = VOLTAGE GENERATOR OUTPUT OF VOLTAGE-OUTPUT AMPLIFIER

eS = VOLTAGE GENERATOR OUTPUT

I i = CURRENT INPUT TO AMPLIFIER

I L = CURRENT THROUGH AMPLIFIER EXTERNAL LOAD RESISTANCE

Io = AMPLIFIER CURRENT OUTPUT

Is = CURRENT GENERATOR OUTPUT

R i = INPUT IMPEDANCE OF AMPLIFIER

R L = OUTPUT LOAD RESISTANCE TO THE AMPLIFIER

R o = OUTPUT RESISTANCE OF THE AMPLIFIER

R S = SOURCE RESISTANCE AT THE AMPLIFIER INPUT

31

........ lI ..... Ir 1

+ I- II 'o Ro II IL RL I
's Rs 'i II I

t] II
-- II -- -- -- I I I

CURRENT II CURRENT-INPUT/ II LOAD IMPEDANCE I

SOURCE I I CURRENT-OUTPUT I I OFTHE CURRENT I

L ._j [ AMPLIFIER J [SENSOR j

Io = A I i

(a) Current-input�current-output amplifier

I[ lr 1

+ tii lIS R s I, II IL RL I

CURRENT I1 CURRENT-INPUT/ II LOAD IMPEDANCE I

SOURCE I [ VOLTAGE-OUTPUT I I OF THE VOLTAGE I
AMPLI FI ER SENSOR

___ It JL J
eo = A21 i

(b) Current-input/uoltage-output amplifier

r
I

I

I VOLTAGE

I SOURCE

L

lr II -1

%% I1 I

II VOLTAGE-INPUT/ II LOADIMPEDANCEI
CURRENT-OUTPUT I I OF THE CURRENT III AMPLIFIER SENSOR

Jl__ JI J

Io = Ale i

(c)

Figure 14.

Voltage-input�current-output amplifier

Three types of current amplifiers



32

(_ IS t RS

CURRENT

SOURCE

Figure 15.

] [ RVL _R
I I ,v_---,v_
I
I
I
I
I RVL -_R

RESISTIVE
NOISE

I SOURCES

I
I

Resistiue noise reduction

II I

II 1 °I

I I I

I I IoI R SoI
I I I
I I I
I I - Ol
I OUTPUT VOLTAGE I

I GENERATED BY

II I PRECISION I
j [RESISTOR J

with a current source

C = TRANSDUCER CAPACITANCE

K = PIEZOELECTRIC CHARGE SENSITIVITY

Q = CHARGE GENERATED BY DISTORTING THE PIEZOELECTRIC CRYSTAL

R = TRANSDUCER LEAKAGE RESISTANCE

X = INPUT DISTORTION

O

1
r-'-I Q = KX

7- o
(a) Transducer

schematic diagram

Figure 16.

Q C R = Q/C

Q= KX

(b) Transducer equivalent circuit

Electrical model of a piezoelectric transducer

Ca)

i o

Compression amplifier

(b) Pseudo-logarithmic compression characteristic

Figure 17. Compression amplifier and characteristic curve



C 1

+ = Ae 1

R 1

I
,L

- j_

(a) Single-ended ac amplfier

Figure 18.

el C 1

(b) Differential ac amplifier

Capacltiuely coupled ac amplifiers

33

n-
w

2

n-

A" / . 400-Hz NOISE SPIKE _/

---.,u.. A/ NOISESPEC.RUM/ ,/ AMUPPERS,DERANO

fs (fc - fs ) fc (fc + fs )

FREQUENCY, Hz

Figure 19. Using _ techniques to shift a signal spectr_

MEASURAND (X) I

I1 ,
SELF-GENERATING I

TRANSDUCER I

II

ILOWPASSF'LTERI I
I

I I- i

LOW-NOISE I HIGH-NOISE

ENVIRONMENT --L ENVIRONMENT

OUTPUT eo = f(X)

_t BANDPASS
AMPLIFIER

PHASE-SENSITIVE t_-
DEMODULATORI

_ LOW-PASS RIPPLE

FILTER

CARRIER. FREQUENCY
GENERATOR

I CARRIER AMPLIFIER

.__1 SYSTEM

(a) Self-generating transducer carrier system

r

I
I
i
i
L

MEASURAND (X)

t I I--"

NON-SELF- I_

GENERATING

TRANSDUCER

HIGH-NOISE

ENVIRONMENT
....... i I

OUTPUT eo = fiX)

i L
I
[

(b)

L_ PHASE-SENSITIVE

BANDPASS } I DEMODULATOR
AMPLIFIER

I

LOW-PASS FREQUENCY

FILTER GENERATOR

CARRIER AMPLIFIER

SYSTEM

Non-self-generating transducer carrier system

Figure 20. Carrier-amplifier systems



34

2
-2

0 fc

FREQUENCY---_

(a) Low-pass filter (b) High-pass filter

Figure 21.

0 fc 0 fCL fCH

FREQUENCY_ FREQUENCY

(c) Bandpass filter

__ _

0 fCL fCH

FREQUENCY---_

(d) Band-reject

filter

Amplitude response of ideal filters (Shaded areas are pass-bands).

0 1 _ 0 1

FREQUENCY, f/fc--_ FREQUENCY, f/fc.--_

(a) Low-pass filter (b) High-pass filter

=_ot...... _ ......

0 fCL fCH

FREQUENCY, H z----_

(c) Bandpass filter

Figure 22.

.0_ ......

0 fCL fCH

FREQUENCY, Hz_

(d) Band-reject filter

Amplitude responses of practical filters (All frequency axes are plotted on a log scale.)

0

-3

-10

.J

-20
.1

(a)

VE

1.0 10

FREQUENCY, f/fc

Logarithmic amplitude response

Figure 23.

"o 1.0, .-.,

,
:; 0 .5 1.0 2.0

FREQUENCY, f/fc

(b) Linear amplitude response

0

-45
o3
LU
O3

I
-90.1 1.0 10

FREQUENCY, f/f C

(c) Phase response

Amplitude and phase response of a first-order low-pass filter



10

rn

< -10

_ -20

g.
_ -30
<

-40
.1

CHEBYSHEV RESPONSE

3-dB PEAK-TO-PEAK

j (d = 0.766)

BUTTERW_

RESPONSE J

BESSEL RESPONSE

(d =_,_) "_.

I I I I ] I I I I_
1.0 10

FREQUENCY, f/fc

(a) Amplitude response

Figure 24.

".o

p.
u. -90
-l-
u3
w
u_

.1-
o.

-180
.I 1.0

FREQUENCY, f/fc

(b) Phase response

Amplitude and phase response of a second-order low-pass filter

 J  K-TO-PEAK

(BUTTERWORTH '_
RESPONSE) '_ d = M 3

__ (BESSEL

I I I I J I I I
10

35

10

z -3onO _____
c/'Jn.l
'" -o -10
t,... .
uJ o
a _ -20
_<_
I-
.J
o_ -30
:E
<{

-40
.1

- -_ BESSEL RESPONSE

CHEBYSHEV __ =_/3

RESPONSE, d = 0.766 ! _'_

1.0 10

FREQUENCY, f/f_

Figure 25. Nox_alized cutoff frequency response of

second-order filters

(_) IDEAL LOW-PASS
FILTER RESPONSE

(_ FIFTH-ORDER
CAUER RESPONSE

@ FIFTH-ORDER
CHEBYSHEV RESPONSE

(_) FIFTH-ORDER
BUTTERWORTH

RESPONSE

MAXIMUM

RIPPLE

-60 0 1 2 3

FREQUENCY, f/fc

Eigure 26. Ideal_ ButCerworth, Chebysheuj and

Cauer filter responses

-10

-20

-30

p-
_ -40
a.

_ -50



36

o0
-o

D

<_

oI
-31

/
fCL fCH

FREQUENCY (LOGARITHMIC SCALE) "_'>"

(a) Broadband bandpass filter

0 ............

;TI IN /I
\/

<
fCL fCH

FREQUENCY--->

(a) Broadband band-reject filter

off

-20
D

_J

-40
.1

Q = 1/d = 10
FREQUENCY

1.0

FREQUENCY, f/fc

(b) Narrow-band bandpaes filter

Figure 27. Bandpass filter response

10

e_
-o

<_

fc

FREQUENCY-- _

(b) Narrow-band (notch) band-reject filter

Figure 28. Band-reject filter response

2

<

_ --------

<

fCL

FREQUENCY-_

LOW-PASS

FILTER (fCL)

HIGH-PASS

FILTER (fCH)

fCH

FREQUENCY

Figure 29.

==,or-._-._- _ ....... ,_..-
_o3r %,\..... f.¢

OUTPUT

V
<_ fCHfCL

FREQUENCY -_

Broadband band-reject filter amplitude response



_._0

I-

fc

FR EQUENCY--.._

Ca) Low-Q infinite at-

tenuation notch filter

Figure 30.

rM

fc fc

FREOUENCY---_ FREQUENCY --'-_

(b) High-Q infinite at- (c) Notch filter of (b)

tenuation notch filter with component mismatch

Notch filter amplitude response

37

BUS IDENTIFICATION BIT LINE.-_, I

BUS A _ AVIONICS BUS I . + . It[

BUS B ,_,INTERFACE II TIME TAG

DATA FROM

TRANSDUCERS

ANDSYSTEMS

t I_JS'GNALL
CENTRALIICOND'T'ON'NG/
.ROGRAMM,NGI I

_.ANEL IIFM L
"1 I I ENCOD_RS/

 os:  v,o ,cs oslIBUS INTERFACE I ENCODERS

i

PCM H FILTERENCODER

1
TAPE

RECORDER

J .I FILTER

&

I
J

IRIG B

GENERATOR

I
IT,

=_TRANSMITTER

Figure 31. Block diagram showing avionics interface buses

BUS BUS

B* A*

*MI L-STD-1553B

DATA BUS

Figure 32.

BUS IDENTIFICATION BIT

D DATA A I REGISTER I I

E _ I I

- ___, __o.
WORD

I SELECTOR I

L LOG,C j i
I

Avionics bus interface II block diagram

RANDOM I
ACCESS

MEMORY

A

_.-

y , r

BUFFER

MEMORY



38

OPERATORS DISPLAYS _ GW/c.g.
PROCESSOR INITIALIZATION DATA

RECORDING DISPLAYS

TEMPERATURE PROBE WATER BALLAST SWITCHES

VALVES, PUMPS, AND
TURBINE FLOW METER PRESSURE SWITCHES

Figure 33. A flight-test real-time GW/c.g. computing system

TRANSDUCERS L_ SIGNAL

I ICONO'T'ON'NOH

AIRBORNE I
DATA ACQU I- PCM

SIT ON SYSTEM ENCODER

PCMDECOM- I _

MUTATOR

IA'RBORNEIL
ICOMPUTEmZEDI
IMONIT°R I

HIGH-SPEED

PRINTER

ROLM 1602

COMPUTER

.1
I"

I DIGITAL DATA
DISPLAY

CBFM _ TM

ENCODER TRANSMITTER

I _ _1

___ ;_s_o_.,T°R

DIGITAL-TO- H

BAR GRAPH ANALOG

DISPLAY CONVERTER
(16 CHANNELS)

Figure 34.

_t OSCI LLOSCOPE

OSCILLO-

GRAPH (16

CHANNELS)

Airborne computerized data-acquisition system



39

4. SIGNAL CONDITIONING OPTIMIZED FOR SPECIFIC TRANSDUCTION TECHNIQUES

The purpose of this section is to acquaint the engineer with signal-conditioning techniques that are

optimized for use with popular transduction techniques. Most of the signal-conditioning techniques
discussed here are general in that they can be applied to other appropriate types of transducers.
Transduction principles are discussed only to the extent required to make the selection of the signal-

conditioning technique understandable. No attempt has been made to list all the possible transduction
principles. Reference 18 lists 392 "laws" and "effects" which can be used as the basis for transduction

techniques; however only a few are used in current instrumentation practice. The transduction techniques
addressed in this section cover only the most popular transducers used for airborne flight-test purposes.

Self-generating and non-self-generating transducers form the basis for dividing the signal-
conditioning discussions in this section. A further division of signal conditioning uses the asso-

ciated transduction principle. In many cases, more than one type of signal-conditioning technique
is discussed for the same transduction principle. When more than one example of signal-conditioning
technique is discussed for a single transduction principle, the rationale for the technique selection
is presented.

4.1 SELF-GENERATING TRANSDUCER SIGNAL CONDITIONING

The self-generating transducer uses energy from the measurand itself to produce output energy and

thus does not require an external power source. Examples of self-generating transducers include the
Seebeck effect transducers (heat energy produces voltage output), the piezoelectric effect transducers

(strain generates an electrical charge output), and the photovoltaic-cell (incident light photons produce

a current output). Any transducer in which the measurand-input energy causes an impedance change will
require a supplementary power source and thus is a non-self-generating transducer (addressed later in
this section). Some confusion can result when two transducer elements are combined. For example, the

Bourdon-tube-type transducer produces a mechanical motion which can drive a pilot's instrument and is a

self-generating transducer. Quite often, a Bourdon tube will be used to drive a potentiometer, and the
potentiometer is a non-self-generating transducer which requires an external power source to produce a
usable output.

4.1.1 Piezoelectric Transducer Signal Conditioning

Signal conditioning for piezoelectric transducers is from one of three major categories: (I) remote
high-impedance voltage amplifier; (2) remote charge amplifier; or (3) internal amplifier. These types of

transducers and their signal conditioning are covered in Ref. 19.

Piezoelectric-effect transducer. -- Certain crystalline materials (quartz, tourmaline, Rochelle salt,

and lithium sulfate) and certain specially polarized ceramics (barium titanate) when deformed generate

an electrical charge within the material. This is a reversible effect: when a charge is generated in
the material a deformation is likewise produced. This is called the piezoelectric effect. Transducers
that use the piezoelectric effect are commonly used to measure dynamic acceleration, mechanical force,

and pressure. These transducers have a basic limitation in that they cannot be used to measure a true
static input.

Piezoelectric transducers are popular for many reasons: they are compact, operate over a wide range
of temperatures (-260°C to 700°C), have a wide frequency response, and are economical.

The piezoelectric materials used for these transducers are very good insulators, and when two

plate-type electrodes are placed on the appropriate opposing faces of the material a capacitor is formed.
When an electrical charge is generated between the electrodes of the capacitor a voltage is created

according to

eo = Q/C (22)

where eo = transducer open-circuit voltage, Q = transducer generated charge, and C = transducer
capacitance.

When a deformation is produced along the sensitive axis of the crystal and then held constant, the

electrical charge that has been generated is dissipated through leakage resistance paths both internal
and external to the crystal. This characteristic limits the transducer low-frequency response; it will

be discussed under each type of signal conditioner.

The typical piezoelectric transducer element is essentially undamped, the result of the mechanical

characteristics of the piezoelectric materials. These materials are very stiff, and only minute deflec-
tions are required to produce a usable output voltage. These small deflections make damping the trans-

duction element very difficult by such standard techniques as immersing the transduction element in a

high viscosity fluid. Any significant input near the transducer resonant frequency fn can cause trans-

ducer failure through resonance-related overstrain. As can be seen in Fig. 35, the frequency response of
such a transducer becomes very nonlinear as the natural frequency of the transducer is approached.

Manufacturers usually specify that transducers should only be used to measure frequencies that are

limited to some fraction of the transducer natural resonant frequency. For example, a 0.2 fn frequency
limitation will cause a maximum amplitude response change A/A o of 4%. The relative amplitude response
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A/Ao,expressedasafunctionof thetransducernaturalresunantfrequencyfn, theforcingfrequencyf,
andthedampingfactord is

A/Ao= i/_[l-(f/fn)2]2 + 2d(f/fn)2 (23)

whereAo is theamplitudeof theoutputwhenthetransduceris drivenbya sinusoidalmeasurandof a
constantpeak-to-peakamplitudeat afrequencyfo that is verymuchlowerthanthetransducernatural
frequencyfn" Sincemostpiezoelectricdevicesareessentiallyundamped(d=0), therelativeamplitude
responsecanberepresented by

A/A o = I I/[l-(f/fn)2]1 (24)

Equation (24) is shown graphically in Fig. 35.

The amplitude error caused by the resonant peaking is approximately I% at O.Ifn, 4% at O.2f n,

10% at O.3fn, and 19% at O.4fn; it approaches infinity at fn. Transducer manufacturers often pro-

mote the fact that in such an undamped device the phase shift is essentially zero out to the maximum
frequency for which the transducer is to be used (for example, O.2fn) as an advantage. The value

O.2f n is often chosen since it limits the resonant preemphasis to 4%. For piezoelectric acceler-

ometers on a laboratory sinusoidal vibration table, the near-zero phase shift and only 4% amplitude
error at O.2f n may seem desirable, but on an aircraft, this limitation is unrealistic, because the

maximum driving frequency cannot be controlled. Explosive squibs, which are sometimes used for flut-
ter excitation, may well introduce frequencies up to fn at which the transducer can be damaged. It is

difficult to use pre-transduction filtering because any such filtering device modifies the structural
resonance characteristics of the system. If frequencies exist above O.2f n and pre-transduction filter-

ing is undesirable, a post-transduction filter is often required. This post-transduction filter intro-

duces significant amounts of attenuation above O.2f n to keep such higher frequencies from obscuring the

data; it also adds large phase shifts into the system and provides no physical protection for the trans-
ducer itself.

Remote high-impedance voltage amplifier. - The remote high-impedance voltage amplifier was the signal
conditioner used orginally with piezoelectric transducers. Today, it has been largely supplanted by the

remote-charge amplifier and the transducer with an internal amplifier, although the remote high-impedance
voltage amplifier is still used in some applications. Even though the piezoelectric transducer is a

true charge generator, a voltage amplifier is an appropriate signal-conditioning amplifier under certain
conditions. Equation (22) shows the relationship between the electrical charge generated by the trans-

ducer and the voltage produced across the transducer capacitance. In a remote voltage-amplifier applica-
tion, other circuit parameters, as shown in Fig. 36, must be considered. The voltage available to the
amplifier at mid-frequencies is

eo = Q/(C T + CA + CC) (25)

The major drawback to using the remote voltage amplifier as a piezoelectric transducer signal con-

ditioner is that the system gain is a function of the total distributed capacities. The capacitance of
the transducer, the voltage amplifier, and the connecting cable (usually a coaxial cable) must all be

calibrated as a unit to achieve acceptable accuracy. In airborne applications where long cable runs are
usually laced together with other wiring and passed through many vehicle structural members, a calibra-

tion of this cable is either very difficult or unfeasible. Furthermore, since these cables are usually
passed through the structure in the wire bundles and then terminated at the signal conditioning, the

original cable assembly may never have been available as a unit, thus making even the initial calibration
difficult. Another disadvantage is that temperature-related changes in leakage resistance cause the low-

frequency response of this signal conditioning to vary drastically, particularly when the transducer is
subjected to large temperature variations at engine-test locations. An advantage of the remote voltage
amplifier over the charge amplifier is its quick recovery from transient overloads.

Equation (25) illustrates that the voltage available to the amplifier, eo, is a function of the

system-distributed capacitance. For example, when a piezoelectric transducer with a capacitance of
300 pF is connected by i0 ft of 30-pF/ft coaxial cable to a voltage amplifier with an input capacitance
of 3 pF, the voltage available to the amplifier is

Q - Q - Q/603 (26)
e° CT + Cc + CA 300 + 300 + 3

This represents less than one-half the voltage output of the transducer itself, as shown by

eo = Q/C T = Q/300 27)

At frequencies below the transducer mid-frequency, the voltage available to the amplifier is limited by

an equivalent high-pass filter whose -3-dB point occurs at the frequency shown by

fCL : -J_-- (28)
2_RoC o
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where Ro and Co are defined in Fig. 36. In addition, the transducer has a resonant response as pre-

viously described in Eq. (24) and illustrated in Fig. 35. The combined high-pass-filter effect and the
transducer resonance are shown in Fig. 37.

To maintain the low-frequency cutoff as low as is possible, both the cable leakage and amplifier

input resistance should be much larger than the transducer leakage resistance. At room temperature,
the transducer leakage resistance RTL can be very high; for instance, the Endevco Model 2252 quartz

accelerometer is specified as having a minimum RTL of 20,000 M_ minimum at 24°C, and a capacitance of

i00 pF. This transducer, without any added external capacitances or resistive loads, has a cutoff fre-

quency fCL of

fCL = I/(2_CTRTL) = 0.08 Hz (29)

In normal use, the coaxial cable leakage RCL is maintained very high by using the highest quality

dielectrics in the cable construction. For normal ambient cable temperatures, high-quality polyethylene
is popular with virgin Teflon being used for higher temperatures. For very high ambient cable tempera-

tures, many less desirable dielectrics are used. For long cable lengths or high cable ambient tempera-
tures or both, the cable leakage RCL is often the limiting factor in determining low-frequency response.

Fortunately, with the advent of the field-effect transistor (FET), the amplifier input impedance can

be suitably high (see Voltage Amplifier in Sec. 3. and Appendix C). The FET instrumentation amplifier

has typically I09-_ differential input impedance and I010-_ common-mode input impedance. The input

capacitances are also relatively small (2 pF differential and 3 pF common mode). Although 109 _ is

not large when compared to the 20,O00-M_ (2 x I010-_) impedance of the quartz accelerometer mentioned

earlier, it is more than adequate for most applications. Certain FET amplifiers are available that have

input impedances as high as 1013 _.

The transducer low-frequency cutoff is strongly affected by the temperature dependence of the leakage

resistance. To illustrate this effect, an actual high-temperature piezoelectric accelerometer will be

analyzed, one that has a leakage resistance of 100 MQ at 24%, 25 M_ at 260°C, and 10 M_ at 400°C. The

nominal transducer capacitance is 100 pF at 24°C. The mounted natural resonant frequency fn is 30,000 Hz;

therefore, the highest recommended drive frequency is 6,000 Hz (0.2 fn). Figure 38 illustrates some

typical frequency-response curves for this transducer with no additional shunt elements. The -3-dB knee

frequency was determined by using Eq. (28).

At a total shunt resistance Ro of 100 M_, fCL is 16 Hz; for Ro of 25 M_, fCL is 64 Hz, and for Ro of

10 M_, fCL is 160 Hz. It must be noted that -3 dB is equivalent to a voltage attenuation of 30%. As can

be seen from the last example, increases in leakages can considerably reduce available bandwidths when

using the remote voltage amplifier. This increased leakage can be caused by high cable temperature, con-

taminated connectors, or numerous other leakage paths, and the results can be very detrimental to system

performance. When working with impedances in the range of 109 to 1013 _, it must be realized that almost

any oversight can completely destroy this level of insulation. In particular, the connectors are suscep-

tible to contamination and moisture-related leakage. In many flight-test situations, it is difficult to

prevent moisture and other contaminants from reaching high-impedance cable connectors. In these cases,

the connectors should be the so-called hermetically sealed connectors, but even then additional protec-

tion may be required.

The charge sensitivity of the transducer, that is, the charge output per unit measurand input, is

temperature-sensitive. A typical plot of the variation of the charge sensitivity versus temperature is

shown in Fig. 39. The solid line in Fig. 39 represents the nominal change in charge sensitivity versus

temperature, and the dashed lines show the voltage-sensitivity change versus temperature (with the indi-

cated external capacitors). For voltage-amplifier signal conditioning, external capacitance can often be

used, as illustrated in Fig. 39, to compensate for the temperature-related change in charge sensitivity;

however, if this means adding capacitance to the external circuit to produce the optimization, the addi-

tional capacitance also reduces the voltage output and thus decreases the system signal-to-noise ratio.

The selection of the coaxial cable is particularly important for the remote voltage-amplifier application

to maintain negligible leakage resistance.

A low-noise coaxial cable must often be used for transducer connection. In a vibration environment

(which is the standard aircraft environment) even these low-noise coaxial cables can generate significant
amounts of noise if the cable movement is not suitably restrained. These noise voltages are generated

by several mechanisms: (I) the motion of a conductor in a magnetic field generates noise voltages;

(2) the cable movement also produces small changes in the internal capacitance and capacitance changes

in relation to other objects (since the charge on these capacitances cannot be changed instantly a noise

voltage results); and (3) the movement of the shield over the insulation material generates a charge that

is sensed as noise voltage. These problems should emphasize the necessity of restraining the cable motion

and using a high-quality, low-noise coaxial cahle. Some piezoelectric accelerometer manufacturers test
all cable sold for use with their transducers for its low-noise performance. They do this, in addition

to buying premium grade low-noise coaxial cable, because their experience has shown that this precaution

is necessary.

In summary, the remote voltage amplifier can be used with piezoelectric transducers when the

constraints already discussed are acceptable. When extreme input overdriving is expected, the quick

recovery time of the voltage amplifier makes it a desirable alternative.
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Remote charqe-amplifier. - The charge amplifier (in practice, a charge-to-voltage converting ampli-
fier] is the most popular signal conditioner for piezoelectric transducers. The advantages include a

well-defined system gain and low-frequency response. The main disadvantage is that subtle application
restrictions exist which, if ignored; can produce substantial system errors. When the limitations of

the charge amplifier are taken into consideration, the charge amplifier is the most desirable signal
conditioner for piezoelectric transducers.

A charge amplifier as discussed in this text is an operational amplifier (see Appendixes A and F) that

uses a feedback capacitor to produce an integrator module (Fig. 40). The amplifier output eo is the
integral of the input current, that is,

Q = lidt (30)

and therefore the amplifier voltage output is proportional to the charge input.

One main advantage of this circuit is that the output voltage is only a function of the value of the

feedback capacitor CF and of the charge input Q. This contrasts sharply with the same application using

a voltage amplifier where the output voltage is a function of all of the input capacitances.

The low-frequency response of the charge amplifier is limited to the cutoff frequency, which is given
by

fCL = I/(2_RFCF) (31)

As Eq. (31) shows, the cutoff frequency is dependent only on the resistive and capacitive feedback circuit

components. This is very desirable, since unlike the voltage amplifier, the low-frequency response is not
dependent on the highly variable leakage resistances. The leakage resistances in voltage amplifier cir-
cuits change by many orders of magnitude in high-temperature or contaminated environments. The shunt

feedback resistor RF is required to provide a path for amplifier input bias currents and pyroelectrically

generated charges, which cause amplifier drift and saturation.

Grounding considerations are very important in rejecting electrical noise inputs resulting from ground
loops. In many piezoelectric transducers, particularly accelerometers, one side of the transduction ele-

ment is often made common to the transducer case. When this type of transducer must be mounted directly

to the vehicle structure, a differential type of charge amplifier should be used to avoid a ground loop
and the resulting electrical noise inputs. A simple way of avoiding the more complex differential charge

amplifier is to electrically isolate the piezoelectric transducer from the vehicle structure and to ground
the system at the charge amplifier. As shown in Fig. 41, ground-loop noise is still coupled into the
system through the case-to-ground capacitance (and other stray capacitances), but this technique is ac-
ceptable for most situations. Note that using a vibrational accelerometer with an insulated stud can

reduce the accelerometer resonant frequency by as much as 30% (see Ref. 19).

Transducers are available with transduction elements that are isolated and shielded from the case for

applications in which ground-loop noise is severe. These units, used with triaxial cable and differential

charge amplifiers which can drive the guard shield, have outstanding noise-voltage rejection capabilities
(see Ref. 20).

As explained in Appendix F, the charge-amplifier noise gain AN and stability are functions of external

capacitance and leakage resistance. For example, the amplifier noise gain A N above the low-frequency
cutoff is approximated by

AN = (Cs + CF)/CF (32)

where

AN = amplifier noise gain

CS = total amplifier shunt capacitance

CF = feedback capacitance

Therefore, the amplifier external shunt capacitance should not be allowed to increase indiscriminately.

Also, as the amplifier external shunt resistance (leakage resistance) decreases, the low-frequency noise
gain increases (see Appendix F), and, if the external resistance continues to decrease, the reduced imped-

ance will eventually cause the charge amplifier to become unstable. Charge amplifiers are available that
will remain stable with input impedance as low as I kl, however, this condition should be avoided, since

low-frequency noise amplification is greatly increased with low input impedance.

The charge amplifier is a very desirable remote signal conditioner for piezoelectric transducers,
having some very useful characteristics and very few restrictions. When its limitations are understood
and respected, it is the best remote signal-conditioning technique for piezoelectric transducers.

Intern_al signal sond!t_ignjn _. - The development of integrated-circuit technology has made it pos-

sible to produce very complicated circuits that require very little space. As small as the average
piezoelectric transducer is, the inclusion of a signal-conditioning amplifier inside the transducer

increases the total size (and weight) very little. A major advantage of such an integrated unit is
that it has a low-impedance output which can readily be matched to the next link in the data-acquisition

process. This type of system is often smaller and less expensive than a separate transducer and a remote
signal-conditioning amplifier. Cable requirements are also much less stringent. A major disadvantage is
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thattheinternalelectronicsimposestrict environmentaltemperaturelimits onthetransducer(thehigh
temperatureextremeis usuallylimitedto nomorethan120°C).Scalingtheamplifieroutputvoltageis
alsomoredifficult with internalsignalconditioning.

Thesignal-conditioningcircuitinsidethetransducercaseis oneof threetypes: (I) voltage
amplifier,(2)chargeamplifier(charge-to-voltageconverteramplifier),or (3) impedanceconverter.
(Onecompanymarketsa chargeamplifierthatis a charge-to-currentconverteramplifier,anadvantage
whendrivinglonglines.) Theclosecouplingof aninternalvoltageamplifierminimizesthedistributed
capacitanceof thesystem.Nowthatthegainis independentof thedistributedcapacitance,thefast
recoverytimeof thevoltageamplifieris anadvantage.Sincethemaximumtemperatureis restricted,
thetemperaturesensitivityof thelow-frequencycutofffCLis normallynota factor. Aninternal-charge
amplifieroffersnoparticularadvantage(ordisadvantage)asaninternalsignalconditioner,exceptthat
manypiezoelectricmaterialshavelinearizedcharge-sensitivity-versus-temperaturecurvesfor usewith
chargeamplifiers.

Theimpedanceconverter(avoltageamplifierwithagainof i) is attractivebecauseof its basic
simplicity;it is usedastheillustrativeexamplein this section.Figure42showsa transducercoupled
to aninternal,metal-oxide-semiconductorfield-effecttransistor(MOSFET)amplifierTI, a shuntresistor,
andanoptionalcapacitor(seeRef.21).

TheinputrequirementsontheMOSFETamplifierarethesameasthosediscussedearlierin this
section(RemoteHigh-lmpedanceVoltageAmplifier),sincetheMOSFETamplifieris operatedin asource-
followermode,that is, asa voltageamplifierwithagainof i. Acurrent-limiter,a decouplingcapac-
itor C,andawell-regulatedvoltagesupplyEB,makeuptheremotepowersupplyfor theamplifier.The
current-regulatingdiodeis usedto powertheP-channelMOSFETsincethehighdynamicresistanceof the
diodeyieldsa source-followergainwhichis verycloseto unity. Thiscircuit hastheadvantagesof
simplicity,two-wireinput,andlowoutputimpedance(lessthanI00R). Adisadvantageis thatthede-
couplingcapacitorCis usuallyquitelarge(for example,I0 uF),andwhenthesystemis first turned
on,it mustbechargedbythecurrent-regulatingdiode.ThischargingtimecanbeaslongasI minand
requiresthattheinstrumentationsystembeturnedonwellbeforedataareto beacquired.Asystemof
this typecannotbeturned"on"and"off" withouttimebeingallowedfor capacitorcharging.Theinter-
nalshuntresistanceRs is usuallyrequiredto preventdrifts resultingfromchargebuildupat low
frequenciesfromsuchsourcesaspyroelectriceffects(electricalchargegeneratedasa resultof
temperaturechangesandgradients).TheshuntcapacitorCScanbeincreasedto reducethesensitivity
(seeEq.(25)),or canbeusedto reducethevoltagesensitivitychangewithtemperature(seeFig.39).

Piezoelectrictransducerswithinternalsignalconditioningareverydesirablewhenthetempera-
turelimitationsarecompatiblewiththeapplicationenvironment.Theyareeasyto calibrate,easyto
matchto thesubsequentstages,andareusuallymoreeconomicalthanseparatetransducersandsignal-
conditioningunits.
4.1.2 ThermocoupleTransducerSignalConditioning

Seebeck-effecttransducers,or astheyaremorecommonlycalled,thermocoupletransducers,arethe
mostoftenusedsensorfor acquiringin-flight temperaturedata. Withproperselectionof materials,
thermocouplescanbeusedto measurealmostanytemperaturefromveryhigh(1,650°C)to verylow(-185°C).
In additionto beingsmall,thermocouplesarereadilyavailable,inexpensive,reliable,andaccurate.
Theirdisadvantagesincludelow-voltageoutput(typicallybelow80mVandoftenlessthan30mV)andan
apparentsimplicitywhichcanleadeventheexperiencedengineerintodesigningsystemswithsignificant
inherenterrors.

Athermocoupletransduceris nomorethantwothermoelectricallydissimilarmaterialsjoinedtogether
at oneend.Traditionalthermocouplesignalconditioningincludesleadwires,junctiontemperatureref-
erences(suchasicebaths,referenceovens,andzoneboxes),junctioncompensators,andvarioustypesof
voltageamplifiers.Sincesignallevelsaresosmall,almosteveryportionof thecircuit is apotential
sourceof significanterror. AppendixJ providesananalyticaltechniquethatis usefulfor analyzing
complexthermocouplecircuits;calledthepattern-circuittechnique,it will beusedin theappendixesto
evaluatesomeof themostcommonlyencounteredairbornecircuit problems.Theengineerwill thenbeable
to employthetechniqueto analyzespecificproblemsthatarenotcovered.

Ordinarily,it is notnecessaryto understandthetransductionprinciplein orderto designa signal-
conditioningsystem;however,this is notthecasewiththermocoupletransducers.Suchknowledgeis
requiredwhenthermocoupletransducersareusedbecauseinsideall thermocouplesignal-conditioning
systemsthereis at leastoneandin mostcasesseveralthermocouplejunctions.AppendixesJ-Opresenta
practicaltechniquefor analyzinganythermocouplesignal-conditioningcircuit problemandprovide
examplesof usingthis techniqueto analyzethemostcommonflight-test thermocouplesignal-conditioning
situations. In general,onlytheresultsof thedetailedanalysisin theappendixeswill bereportedin
this discussion.

Thermocoupletransducer. - The Seebeck effect is the sum of the Thompson and Peltier effects,
(Ref_2). Thermocouple theory is discussed in this text only to the extent necessary for an intel-

ligent analysis of the errors introduced by the signal-condition circuits. For simplicity, each individ-
ual type of conductor is considered to be homogeneous everywhere along its length. Inhomogeneities will

be discussed where appropriate and in a subsequent subsection (Error Voltage).

According to the Thompson effect, an internal voltage is generated if a temperature gradient exists

between the two ends of the same (homogeneous) conductor. This voltage can be expressed as
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_TT2eT= _dT
1

(33)

where
eT=Thompsonvoltage

=Thompsoncoefficient
TI, T2 =wireendtemperatures

It shouldbenotedthatwhenthis singleconductoris madeintoaclosedloopthereis nonetvoltage
regardlessofthetemperaturegradientsintroducedaroundtheloop,becausewhentheendsarejoined,TI
equalsT2.

Anadditionalsourceof voltagecalledthePeltierelectromotiveforceis generatedat thejunction
wheretwothermoelectricallydissimilarconductorsarejoinedtogether.ThePeltiervoltagedependsonly
onthetwometalsandonthetemperatureof the interveningjunction.FortwoconductorsAandB,whose
junctionis at atemperatureT, thePeltiervoltage,ep,canberepresentedas

ep=THAB (34)

whereTTIABis thePeltiercoefficientof materialsAandBat thejunctiontemperatureT.

Whentwoconductors,AandB,arejoinedat bothends,asshownin Fig.43,thenetvoltageeABaround
theloopis expressedasthesumof theThompsonandPeltiervoltages:

IT ITeAB = TIIIAB + CAdT + T211AB + _BdT (35)
I 2

feAB [(TI"AB+o )(T2"A +o )]dT 1361
I

Basic thermocoup_l_e_ circuit. -Two unbroken lengths of wire (A and B), joined at both ends and
subjected to a temperature difference form a simple thermocouple circuit. This circuit is shown in

Fig. 43. A current will flow in such a circuit as a function of the generated voltage and the circuit
internal resistance. The voltage generated by the thermocouple circuit is a function of the temperature

difference between the two ends of the loop and the thermoelectric characteristics of the two wires. A

current-measuring instrument, such as a galvanometer, could be used to determine the temperature;
however, since the Seebeck effect generates a voltage, the current measurement must be calibrated for
circuit resistance.

Thermocouple_attern circuit. -The pattern-circuit technique for analyzing complex thermocouple
circuits is the best one known to the author for thermocouple circuit analysis. It was devised by
Dr. Robert J. Moffat, chairman of the Thermosciences Division and professor of mechanical engineering

at Stanford University, Stanford, California. Dr. Moffat's technique was first described in Ref. 23

and later in Ref. 24. The following discussion draws extensively on Dr. Moffat's work, and his tech-
nique is used in the appendixes to analyze various flight-test signal-conditioning techniques.

A thermocouple circuit is shown in Fig. 44a, where the thermocouple circuit is the same as that of

Fig. 43 except that the junction at TI has been opened and is now maintained at a known reference tem-
perature, TR. Temperature T 2 is the temperature to be determined by the thermocouple, which is made

up of the two thermoelectrically dissimilar metals A and B. The voltage eo at the open junction is the

Seebeck voltage. The circuit of Fig. 44b is called the pattern circuit and is used to represent the

"ideal " thermocouple circuit.

The instrument used in Fig. 44a is a null-balance millivoltmeter. When the null-balance millivolt-

meter output voltage exactly counters the Seebeck voltage, no current flows in the thermocouple circuit.
The circuit can now be represented by Fig. 44b, the pattern circuit (described in Appendix J). When a

complex thermocouple circuit is made equivalent to the pattern circuit, the calibration tables provided
for the thermocouple materials may be used to establish the overall circuit calibration.

Thermocouple wires often have high resistivity and usually have resistivity that is a strong function

of temperature. Thus, when these wires pass through areas of unknown ambient temperatures, the wire
resistance is unknown. Therefore, even when a small current flows in the thermocouple circuit, voltage

drops can be generated which produce appreciable errors when measuring the small Seebeck output voltage.

Since the circuit of Fig. 44 is a null-balance circuit, no current flows when a measurement is being made
and circuit resistance does not affect the measurement.

In most applications, the input impedance of voltage-measuring systems is so high that no measurable

errors are introduced by the current that does flow. However, this is not always true, particularly if
the thermocouples are being used with a galvanometric recorder. In all the following discussions, except

for the section on galvanometric applications, it will be assumed that there is only insignificant
current flow in the thermocouple wires.



In Fig.44c,thenull-balancemillivoltmeteris shownin anisothermaltemperatureenvironment,TR.
In fewlaboratoryandin noairborneapplicationsis thisa realisticsituation. Theenvironmentof the
airbornetemperature-measuringinstrumentis far fromstable,andastableisothermalthermocouple
referencetemperatureis thereforerequired.Areferencetemperaturefor thermocouplescanbeprovided
in manyways,someof themostpopularof whichwill bediscussedin latter sections.

Convert_t u_Eut_voltag_to temperature.- Toderivethetemperaturedifferencein athermocouple
circuit, analgorithmis requiredwhichrelatesthevoltageoutputeoof Fig.44bto thetemperatures
T2andTR. Foraccurateconversionof voltageto temperature,thermocoupleusershavetraditionally
usedreferencetablessuchasthat shownin Tablei. IntheUnitedStates,theNationalBureauof
Standards(NBS)publishesreferencetablesfor manypopularcombinationsof thermocouplematerials
(Ref.25). Manufacturersproducethermocouplematerialsthatareguaranteedto conformto NBStables
ormanufacturertableswithincertaintolerances.Anexampleof a referencetableusedin manufacturer
literaturefor aTypeJ (iron/Constantan)thermocoupleis shownin Tablei. Forexample,to find the
thermoelectricvoltageat atemperatureof 340°C,readdownthefirst columnto 300°C,thenacrossto
thecolumnheaded40°C;thevoltageis seento be18.537mV.Themanufacturertolerancesfor thestand-
ardthermocouplehavebeenincludedwiththis sametable. Notethatthetableaccuracyfar exceedsthe
specifiedtolerances.
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TABLE I. - TYPE J THERMOCOUPLE (IRON/CONSTANTAN)a

Temp, °C 0 20 40 60 80 i00

Thermoelectric voltage, b mV

-7.890 -8.096

-4.632 -0.995 -6.159 -6.821 -7.402 -7.890

0.000 -0.995 -1.960 -2.892 -3.785 -4.632

0.000 1,019 2.058 3.115 4.186 5.268

5.268 6.359 7.457 8.560 9.667 10.777

10.777 11.887 12.998 14.108 15.217 16.325

16.325 17.432 18.537 19.640 20.743 21.846

21.846 22.949 24.054 25.161 26.272 27.388

27.388 28.511 29.642 30.782 31.933 33.096

33.096 34.273 35.464 36.671 37.893 39.130
39.130 40.382 41.647 42.922

-200
-I00

(_)o
(+)0
100

200

300

400

500

600

700

aStandard thermocouple tolerances: _.22°C, O°C to 427°C; _0.5%,
428°C to 760°C.

bBased on 1968 International Practical Temperature Scale,

reference junction at O°C.

When the conversion process is being performed by computer data-reduction techniques, storing exten-
sive tables is not usually desirable because of the extensive time required to generate and set up the
tables. Various groups have described these tables with power series polynomials which are more com-

patible with computer operations. Power series polynomials are derived in Ref. 25 for all the standard
types of thermocouples (Types E, J, K, S, and T). Table 2 explains these thermocouple letter designa-

tions. Reference 26 contains polynomials that characterize a Type J (iron vs Constantan) thermocouple
within ±O.I°C over a conversion range of O°C to 760% using a fifth order polynomial. In this same

TABLE 2. - THERMOCOUPLE TYPE DESCRIPTIONS

(from Ref. 25)

Type designations a

E

J

K

S

T

Temperature range, b °C

- 270 to 1,000

- 210 to 1,200

- 270 to 1,372

50 to 1,767
- 270 to 400

Single-leg material

.... N:

.... P:

EN or TN:

EP or KP:

JN:

JP:

KN:

SP:

TP:

Negative wire in a combination

Positive wire in a combination

Nominally 55% Cu, 45% Ni; often referred to as an Adam's Con-

stantan. (Tradenames: Cupron, Advance, Thermo Kanthal JN)

Nominally 90% Ni, 10% Cr (Tradenames: Chromel, Tophel, T-l,
Thermo Kanthal KP)

A copper-nickel alloy similar to, but not always interchange-
able with, EN and TN; often referred to as SAMA Constantan

Nominally 99.5% Fe (Tradename: Thermo Kanthal JP)

Nominally 95% Ni, 2% Al, 2% Mn, 1% Si (Tradenames: Alumel,

Nial, T-2, Thermo Kanthal KN)

90% platinum and 10% rhodium by weight

Copper, usually electrolytic tough pitch

aThe letter designations used in this section follow the recommendations of

Committee E-20 of the American Society for Testing and Materials.

bsee Ref. 25 for specific limitations and restrictions on these temperature

ranges.
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reference, the platinum/13% rhodium versus platinum thermocouple is characterized to within ±0.5% of the
NBS values over the conversion range of O°C to 1,750°C with a ninth order polynomial. The graphic pres-
entation of standard thermocouple pairs is very useful in system design studies. The curves in Fig. 45

show the output and temperature range of various thermocouple wire pairs.

For analysis of nonstandard thermocouple wire pairs, the curves of Fig. 46 and the table from which
they are derived can be very useful. In this figure, individual thermocouple-grade wires have been
calibrated against platinum. When two wires have been calibrated against platinum, the output can be

obtained by algebraically summing the outputs of both wires at each temperature. The pattern-circuit
technique for analyzing complex thermocouple circuits in Appendices J-M and 0 also uses a linearized form
of the curves shown in Fig. 46. From any one of the above type representations of thermocouple outputs,

the engineer can determine the output of a given circuit.

Extension wire. -When the thermocouple junction is in an area remote from its signal-conditioning
equipment, special extension wires are often used to reduce costs. These cost savings can be very sig-
nificant if expensive thermocouple wires, such as platinum or tungsten, are being used. The use of ther-

mocouple extension wire causes a slight sacrifice in accuracy and a reduction of the usable temperature

range compared with the original thermocouple wire. Thermocouple extension wires are alloys that are
thermoelectrically similar to the thermocouple wire over a limited temperature range. For base-metal
thermocouples, the extension wires may be the same alloys prepared to less exacting standards. In all

situations using extension wire, the manufacturer's recommendations should be rigorously followed.

Reference temperature. - In the previous discussions on thermocouples, the existence of a reference
temperature has conveniently been assumed. In actual practice, the establishment of this reference tem-

perature is a critical part of the thermocouple flight-test signal-conditioning task. Almost all tables
and equations are formulated based on an ice-bath reference, that is, a reference temperature of O°C
(32°F); however, ice-bath references are not often used in actual flight-test work. If the reference

temperature TR is some temperature other than O°C, a new table can be generated from the table specified

for O°C. This is accomplished by determining the voltage output eR at TR from the ice-bath reference

table. This voltage, eR, is then algebraically subtracted from all the tabulated values in the ice-bath

tables. The resultant table is now based on the new reference temperature, TR. Polynomial equations are

even easier to adjust, since the voltage eR is simply subtracted algebraically from the polynomial.

Ice-bath reference. - The ice bath is one of the most precise temperature references, being far more

accurate than is usually necessary for thermocouple temperature measurements in flight-test aircraft.
Usually, an ice bath made from water of potable quality will provide a reference temperature which is

within a few hundredths of a degree of O°C. The disadvantages include the time-consuming preparation of
the ice bath, which must be made up before each flight, the reference temperature is held only as long as
the ice lasts; the reference is available only in one temperature; and the bath is somewhat fragile.

An ice bath suitable for flight test is simple to construct. Distilled, de-ionized, or a good-

quality drinking water should be used for the ice and water solution. A Dewar flask (about 0.5 liter
or larger) is filled with ice crushed to a diameter of 0.5 to 1.5 cm, and the ice is covered with water.
A cork stopper can be used to close the flask. Through the cork should pass two thin-wall tubes (roughly
0.5 cm in diameter sealed as shown in Fig. 47) to an immersed depth of two-thirds the depth of the Dewar

flask. About 0.5 cm of mercury is placed in the bottom of both tubes. One of the thermocouple wires and

a copper wire are immersed in the mercury in one tube, and the other thermocouple wire and a copper wire
are immersed in the other tube (Fig. 47). The mercury and wires are sealed in the tube with a soft seal-
ant (refined beeswax warmed and poured down the tube provides a satisfactory seal). The cork must be

secure and the flask mechanically protected. A pattern-circuit analysis of an ice-bath reference is
given in Appendix K.

Reference oven. - The reference oven uses a heating element to provide an isothermal zone of

known temperature to which a thermocouple can be referenced. Reference ovens are commercially avail-

able that are designed for flight-test use. The circuit shown in Fig. 44b is also applicable to the
reference oven, since TR is now the oven temperature. Reference ovens used in flight tests are very

practical as long as the heater power can be maintained and sufficient time is allocated for the oven to
reach the reference temperature after the heater power is turned on. Reference ovens operate at tem-

peratures above ambient and are not as accurate as an ice bath; however, they are suitable for almost all
airborne applications.

The airborne reference-oven temperature is controlled in two ways: (I) bimetal "on-off" thermostat

and (2) proportional control. The bimetal thermostatic oven control has limited accuracy and the on-

off switching action can produce electrical transient signals in the low output voltages of the thermo-
couples; however, it is less expensive than the proportional control. The proportional control oven can
be made quite accurate and, despite its complexity, can be very reliable. An electronic schematic for

a proportional heater control circuit is shown in Appendix L.

A reference oven that could be used to reference many thermocouples is shown in Fig. 48. The main

feature of such an oven is a well-insulated, high-thermal-conductance metallic "isothermal" bar (silver,

copper, or aluminum), a heating element, and control electronics. Each thermocouple wire is joined to a
copper wire in such a manner that the junction is thermally closely coupled to, and electrically isolated

from, the isothermal bar. The copper wires and thermocouple wires are passed through the insulation by a
circuitous route to maintain the isolation from ambient temperature.

The temperature of the isothermal bar should always be recorded on a data channel. A platinum

resistive-temperature gauge is useful for this purpose. In this way, if the temperature is not as
expected, the data can still be retrieved. When a computer data-reduction system is being used and
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manythermocouplesensorsareinvolved,correctiveprovisionsfor oven-temperatureshiftsin theinitial
computersoftwareoftensavesmuchtimelateron.

Zonebox.- The zone box is built just like a reference-oven box but without heating provisions. The
zone box provides an interior isothermal zone or chamber which is allowed to drift slowly with the local

ambient temperature. Zone boxes can be located in very harsh environments since they are basically
simple and rugged devices. In the zone box, the temperature of the isothermal zone must be determined

before the thermocouple data can be reduced. Fig. 49 illustrates a zone box in which a platinum resist-
ance probe is used to measure the zone temperature. (Note that more than one type of thermocouple pair
has been used in this design).

Reference-junction compensator. - The use of the thermocouple reference-junction compensator has
become widespread because they are readily available from commercial sources and are accurate, econom-

ical, reliable, and easy to use. A compensator uses a bridge circuit to provide the equivalent of an
ice-bath reference or a reference oven. A simplified schematic of such a device is shown in Fig. 50.

Table 3 lists the characteristics of one commercially available unit. These and other units are made
for almost all available standard thermocouple-wire combinations. Consult Appendix M for a description

of the reference-junction unit.

Care must be exercised when using a reference-junction compensator to avoid thermal gradients within

the compensator. Compensator design is based on the assumption that all components within the compensator
are at the same temperature. For most situations, this is a valid assumption, but should a thermal tran-

sient occur during a test, a thermal gradient may be created, thereby voiding the isothermal design
assumption.

TABLE 3. - SPECIFICATIONS FOR A THERMOCOUPLE JUNCTION COMPENSATOR

Reference temperature:

Accuracy:

Output impedance:

Storage temperature:

Operating life:

Size:

O°C (other references available)

_0.25°C at +25°C ambient

_0.50°C from +15°C to +35°C ambient

_0.75°C from O°C to +50°C ambient temperature

Less than 250 Q standard; other output imped-

ances available on request
-25°C to +75°C

Up to 1,500 hr of continuous use; to 2 years

of intermittent use

2 cm diam, 3 cm long, lead length of 30 cm

Low-impedance circuit. - The low-impedance circuit shown in Fig. 51 would seem at first glance to

provide an ideal solution to thermocouple circuit problems. After transitioning to copper wire at the

reference, the entire remaining circuit could be made of copper; thus, from the law of inserted mate-

rials, there should not be any error introduced into the copper portion of the circuit. Unfortunately,

there is at least one connector at the galvanometric recorder, and it will have contacts which are often

machined, plated, soldered, or oxide-coated. Temperature gradients at this point will still produce

unwanted error voltages.

The limitations of low-impedance thermocouple circuits are illustrated in Fig. 51. Thermocouple
materials A and B often have relatively high resistivity compared with that of copper wire, and in

many cases this resistivity is strongly related to the wire temperature. In most flight-test aircraft,
the ambient temperature in the vicinity of the wire as it passes through the aircraft structure is both

unknown and highly variable. Because galvanometer displacement is directly proportional to circuit
current and because the circuit current is inversely proportional to the total circuit resistance, the
total circuit resistance can significantly influence the indicated temperature (galvanometer displacement).

One solution is to use oscillographic recorders with very sensitive galvanometer elements that have enough
excess current sensitivity so that a stable resistance can be added to the circuit. This approach reduces

the fraction of the total circuit resistance that is temperature-sensitive and thereby reduces the overall
circuit resistance variation. Another approach is to use thermocouple wire pairs, such as copper/

Constantan, the resistivity of which is less temperature-sensitive than most other wire pairs.

Error voltage. - A major source of error voltage is inhomogeneities in the thermocouple circuit.
An inhomogeneity is defined as a place where a temperature gradient along the wire produces a thermal

voltage output. Connectors and switches are obvious sources of error; however, the inhomogeneity that
never ceases to startle engineers is the one that appears in a single continuous run of wire. To make

matters worse, even when all of the wire has been tested in the laboratory (by passing a sharp temper-
ature gradient over the wire), the final aircraft installation may contain inhomogeneities as a result

of kinking, bending, or twisting of wires when they are being installed. Type K thermocouples are par-

ticularly susceptible to developing inhomogeneities from cold working. To a lesser extent, Type J and
T thermocouples show similar effects.

When thermocouples are used in very hot environments, the shunt resistance of many types of wire

insulation (including refractory metal oxides such as magnesium oxide, aluminum oxide, and beryllium
oxide, which are found in the modern armored cables) is low enough that the insulator becomes only a
resistive connection between the two wires. Under these conditions, a series of distributed thermo-

couples is created along the wire and can produce significant errors in the output. A model of this
situation was presented by Moffat in Ref. 24. This model is a distributed network model and not easily

reducible by hand calculations.
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Somethermocouplematerialsgenerateavoltagewhena strainis applied.Dr.Moffathasobserved
that TypeKmaterialsin particular,andTypeJ andTmaterialsto a lesserextent,exhibitastrainsen-
sitivity, andduringtheactof strainingcangenerateappreciablevoltages.Temperature-measurement
equipmentthatis subjectto strongvibrationmayshowapparenttemperaturefluctuationsinducedbythe
flexingof theleadwires. Moffatreportsobservingspurioussignalsequivalentto IO0°Fwhenusing
TypeKmaterials.

Thermocouplesnecessarilyinvolvepairsof dissimilarmaterialsandhence are capable of generating
galvanic voltages in the presence of electrolytes. Moffat notes that in tests conducted at Stanford

University, neither Types K nor T materials showed significant effects; however, ordinary Fiberglas-
insulated iron/Constantan material showed a vigorous action. This action took place even when the wire
was immersed in distilled water[ According to Moffat, an electrolyte was created when the color-coded

dyes dissolved in the water. In the Stanford University iron/Constantan thermocouples tests, typical

values for ES and RS of Fig. 52 were respectively 250 mV and 0.25 MR/foot (24 gauge duplex Fiberglas-

insulated material, wet with distilled water). Caution is advised when conditions prevail that precipi-
tate galvanic action, particularly when color-coded dyes are present.

Common-mode volta_.- Common-mode voltage in thermocouple circuits can be generated in many ways.
The following list includes the more important causes:

i. Thermocouple sensors are often grounded directly to the aircraft metallic structure to achieve
the best possible thermal contact.

2. The ordinary thermocouple wire, which uses Fiberglas or other nonmetallic insulation, does not

meet the desired shielded, twisted-wire-pair criteria for good common-mode rejection.

3. Thermocouple wires typically have different lead impedances because the individual wire materials

have different resistivity.

The low-output voltage typical of a thermocouple circuit makes even a small amount of noise signifi-
cant. When unshielded or untwisted thermocouple wire pairs are used in long runs, common-mode-noise con-

taminated pickup is almost inevitable. A grounded thermocouple may have many volts of common-mode

voltage difference with respect to other parts of the circuit. The relatively high resistivity of many
thermocouple wire materials and the considerable difference in the resistivities of the two types of wire

can easily change a common-mode voltage to a differential voltage through unknown leakages and capacitive
coupling of grounding paths.

For reducing common-mode voltage, differential input instrumentation amplifiers can be used (see

Voltage Amplifier in Sec. 3; also Appendix D). These amplifiers can reject common-mode voltages that are
1 million times as large as the input signal; however, a typical limitation of 10 Vdc exists on the abso-

lute maximum voltage allowed for most amplifiers. If the common-mode voltage is larger than the maximum

allowed for the ordinary instrumentation amplifier, an isolation amplifier may be required.

Electrical connector. - Early in NASA's space program, electrical connectors were identified as the

single component most likely to produce a system malfunction. From a reliability standpoint, it is
therefore desirable to eliminate connectors altogether in data-acquisition circuits; however, in flight-

test instrumentation, such considerations as aircraft disassembly, panel replacement, and sensor replace-
ment require that connectors be used in most wiring installations. Since connectors are a requirement,
the unique problems associated with thermocouple circuits and connectors will be discussed.

Electrical connectors are available with contacts constructed from thermocouple materials. These

connectors are prohibitively expensive for any but the most critical applications and seldom do they have
those properties that are most desirable for making reliable disconnect pins. In addition, other factors

such as oxide coatings, cold working, annealing, and soldering often cause thermally generated voltages,
even when these special connectors are used. Such connectors are commercially available and are well
designed; however, the reliability is not as good as for the typical flight-qualified connector. The use
of flight-qualified connectors is discussed in the following subsection.

A common solution when a long thermocouple wire pair must be interrupted by a connector is to

use a standard copper-contact, flight-qualified connector. This is not necessarily an undesirable
solution when certain restrictions can be imposed on the system. Figure 53 illustrates the connector
configuration.

In Appendix N, this particular problem is analyzed in more detail using the pattern-circuit tech-

nique. No circuit errors are introduced as long as T I equals T2 and T 3 equals T4. When a connector is

used in a high temperature gradient (along the direction of the wire) then it is more likely that this
condition of equal connector temperature will be violated. This condition can introduce large apparent

temperature errors; it is a result of one-half of the connector being at a higher temperature than the
other, unfortunately a commonly encountered condition. In a bulkhead connector installation (separating
one compartment from another), substantial temperature differences often exist between the two compart-

ments. In one extreme case, a thermocouple connector was installed on a bulkhead dividing a compartment
housing a rocket engine from a compartment containing a liquid oxygen tank. Connectors located near the

thermocouple sensor can also have high-temperature gradients. Therefore, it is imperative that steps are
taken to ensure that the contacts are isothermal, particularly when a connector using copper contacts

must be placed in a length of thermocouple wire. Contact plating, soldering, contamination, and inhomo-
geneities make the situation even more complex and call for extreme care to ensure that the isothermal

condition is achieved. The isothermal condition is accomplished by minimizing the heat paths into the
connector and by providing good thermal conduction paths internally to prevent the buildup of thermal
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gradients.Simplesolutions,suchasinsulatingtheconnectorandsomeof theadjacentwiring,maynot
beadequateto preventsignificanterrors. Systemsincludingconnectorslocatedin areasof hightem-
peraturegradientsshouldalwaysbecarefullydesigned.Evenwhenthoseconnectorsareusedin which
contacts are constructed from thermocQuple materials,, hh__hte_m_eratuf_radientscan introduce error
voltages since there is no way in which machined contacts that are soldered or crimped and continually_

flexed by connector separations and matinqs can be__guaranteed to be homoqeneous.

One way to reduce the number of dissimilar-metal connections in the thermocouple wiring is to place
the reference oven or zone box close to the thermocouple sensor, thus permitting copper wire to be used
between the oven and aircraft data-acquisition system. Positioning the oven or zone box near the sensors

will also reduce the amount of thermocouple wire required.

Mechanical commutator. - Thermocouple commutation is sometimes accomplished with mechanical switches

after transitioning from thermocouple wires to copper wires. Much research and effort have been expended
to make the mechanical commutator an electrically low-noise device. Commutators used with millivolt-

level signals such as are generated by the typical thermocouple are subject to several limitations, as

Moffat explains:

"The principal requirement of a switch or a connector is that it not affect the signal it is
passing; i.e., it should not produce voltages which would contaminate the temperature signal

from the thermocouple. Switches and connectors, by their very nature, involve several materials
connected together and are susceptible to generation of thermoelectric voltages. In particular,

the thermoelectric power of an alloy is a function not only of its chemical composition but
also its mechanical state (i.e., cold work) so there is no assurance that a cast and machined

component of a switch will have exactly the same calibration as a drawn and annealed wire of the
same nominal composition. Metallic oxides may have thermoelectric power values measured in

volts per degree instead of millivolts per degree. Thin films of metals may have different
thermoelectric properties from bulk material of the same name. Thus the probability is high

that any switch or connector will be susceptible to generation of thermoelectric voltages if
there are temperature gradients in the materials.

The principal defense against spurious voltages is to ensure an isothermal region, not only

"on the whole" but "in detail." Switches and connectors should provide good conduction paths
within their structure to equilibrate temperature inside the body. Outer surfaces should be

insulators to impede heat transfer from the surroundings. Switch points, in particular, should
provide good heat conduction paths. The mechanical energy dissipated as heat when the switch is

moved appears first as a high temperature spot on the oxide films of the two contacts. It then
relaxes through the structure of the switch, raising the average temperature. If the switch

points are not good conductors, substantial temperature gradients may persist for several
seconds after a switch movement: just when the data are being taken!" (Ref. 24)

If the above considerations are observed, satisfactory switch operation can be expected; however,

maintaining a low-level commutator so as to generate no significant noise levels can prove difficult.
In an actual case at the Dryden Flight Research Facility, one technician was used full time to maintain

two mechanical commutators in flight status. When switching-noise voltages are minimized, using the
commutator downstream of a reference oven is quite simple. When a commutating switch is used in con-

junction with a single type of thermocouple and zone box, an interesting technique of adding a refer-
ence junction is possible. Appendix 0 illustrates two methods of adding a reference junction to com-
mutated thermocouples of a single type. In these cases, the reference-junction voltage is successively

added to each sampled thermocouple sensor. Appendix 0 also provides a pattern-circuit analysis of two
commutator circuits.

4.1.3 Faraday-Law Transducer Signal Conditioning

Faraday-law transducers are implemented by causing a coil of wire to move relative to a magnetic

field such that the wires in the coil pass through, or cut, the magnetic flux to generate a voltage. In
a self-contained, self-generating transducer, the magnetic flux is generated by a permanent magnet. All
the comments in this section on generated voltages would also be true if the magnetic flux were generated

by an electromagnet; however, in this case the transducer would not be classified as a self-generating
transducer. An exception is when a wire coil is used alone, as a detector of a varying magnetic field

normally generated by electromagnetic equipment.

To visualize how a Faraday-law tachometer is constructed, consider the rectangular coil of Fig. 54.

In this figure, a coil composed of N turns of wire and of a length b and radius a is rotated at an angu-
lar velocity, m, in a magnetic field which has a flux density, B. In this example, the generated voltage

eo is proportional to

eo _ BNbam cos @ (37)

The term 8 is the angle of the coil with respect to the magnetic flux lines; it is zero when the

sides of the coil are cutting the maximum number of flux lines and the maximum voltage is produced.

At 8 = 90 ° , the coil is not cutting flux lines and the output voltage is zero. The sign of the

voltage reverses beyond @ = 90 ° and a negative voltage maximum is reached at @ = 180 ° . The simple device
described above can easily be used as a tachometer. In a given device the flux density B is fixed, as is

the area of the coil (area = 2ba). The term 8 can be replaced with mt to give

e o = Km cos mt (38)
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ExaminationofEq.(38)showsthatboththeamplitudeandfrequencyof theoutputvoltageeo aredirectly
proportionaltotheangularvelocity,m;Kis a constantof proportionality.In thesimpledevice
describedhere,theangularvelocityis usuallydeterminedfromthesignalfrequencyinformation.Since
onmanydevicesthedesireddatumis anangularvelocitythatvariesbetweentwolimits, neitherof which
is zero,theoutputvoltageandfrequencyareneverzero. If theangulardisplacementis limitedin
excursionto lessthan±15°, thencoseis approximatelyI and,therefore,

eo =Km (39)

In this case,theoutputis directlyproportionalto theangularvelocityandtherequiredsignalcon-
ditioningis minimal.

Manytachometersusemechanicalcommutationto produceanoutputthat is directlyproportionalto the
angularrotationrate. Thistypeof transducercanbeeasilyunderstoodif theengineercanvisualize
thecoil of Fig.54repeatedevery15° arounda rotorfor atotal of 12coils. Now,insteadof using
continuousslip ringsto carrythevoltagefromtherevolvingrotorto thestationarytransducerbodythe
slip ringsareeachdividedintoanumberof segmentsequalto thenumberof coilsor, in this example,
eachof thetwoslip ringsis dividedinto12contacts.Thecoilsareindividuallyconnectedto twoof
thecommutatorcontacts.Twosliding-switchcontacts(brushes)arearrangedsothat eachsuccessivecoil
is connectedtotheoutputasthesampledcoil is cuttingthemaximumnumberof flux lines,thatis, when
e of eachindividualcoil approacheszerodegrees.Sincetheoutputvoltageof eachcoil is a cosine
functionof theangularrelationshipto themagneticflux lines,theoutputvoltageis notstrongly
affectedbythesmallangularseparationof thevariouscoils at smallangles.Usuallythebrushes
slightlyoverlapeachcommutatorcontactto avoidopen-circuittransients.Theoutputvoltageamplitude
of suchageneratoris anexcellentrepresentationof theangularvelocitywitha smallripplecausedby
thecommutationprocess.

Thelast exampleof a Faraday-lawtransduceris onein whicha permanentmagnet,suchasmightbe
locatedin therotorof a vane-typevolumetricflowmeter,periodicallypassesasmallwirecoil. Each
timethemagnetpassesthecoil avoltagepulseis generatedat thecoil output.Therepetitionrateof
thesepulsesis directlyproportionalto therotorangularvelocitywhichin turn is proportionalto thevolumetricflowrate.

Frequency-out_D__nalconditioning.- Therearetwocommonsignal-conditioningtechniquesusedwith
Faraday-lawtransducersin whichtheoutputvoltageis a sinusoidalvoltagewhosefrequencyandamplitude
aredirectlyproportionalto theinputangularvelocity. Thesearetheconventionalanalog-anddigital-
typesignalconditioners.Bothof thesetechniquesusetheoutputvoltagefrequencycomponent,cosmt
(seeEq.(38)). Eventhoughtheoutputvoltageamplitudeandfrequencyarebothdirectfunctionsof the
inputangularvelocity,thevoltageamplitudeis moresusceptibleto noiseinputs,andthusthefrequency
componentis usedto obtainhigherqualitydata.

Theanalogsignal-conditioningtechniquetypicallyutilizesanintegratedcircuit frequency-to-
voltageconverter(FVC).In thesedevices,thevariableamplitudeandfrequencyareprocessedbya
voltagecomparatorwhichfunctionsasazero-crossingdetector.TheFVCgeneratesfor eachzerocrossing
aprecisionpulsewhichcontainsapreciseamountof charge.Thesecharges(pulses)aresummed,and,
whenthepulseripplefrequencyis filtered out,theresultantoutputvoltageis proportionalto the
inputpulserateor inputangularvelocity.

Thedigital-typesignalconditioneris verypopular.Oneimplementationof thedigital-typecon-
ditioneris to useanFVCto produceanoutputseriesof pulsesasdiscussedabove.Thepulsesthenare
countedoveragiventimeperiodandplacedin adigital word.Apopularapplicationof this technique
is to conditiona volumetricflowmeterto produceadigital wordvalueproportionalto thetotal volume
flow. Asignificantadvantageof thedigital techniqueis thatthesepulsescanbetotaledovera given
timeperiod,to givea valuethatrepresentsthetotal flowvolumefor thatperiod.

Amplitude-outputsignal conditioni_. - The dc tachometer has a voltage output that is a direct func-

tion of the angular velocity of the tachometer shaft. The simple tachometer shown in Fig. 54 also pro-

vides a voltage that is a direct function of the angular velocity when the coil rotation is limited to
±15 ° . An amplifier is usually the only signal conditioning required for these types of transducers.

4.2 NON-SELF-GENERATING TRANSDUCER SIGNAL CONDITIONING

Non-self-generating transducers do not use energy from the measurand to produce output energy; an
external power source is necessary to provide output signals. All variable-impedance-type transducers
are non-self-generating; even the variable coupling devices such as the linear-variable-differential-
transformer and potentiometer are variable-impedance devices.

The non-self-generating transducer signal conditioners selected for discussion in the following
sections represent the most commonly encountered transduction principles and the most popular or most

desirable signal-conditioning techniques. When a non-self-generating transduction principle is not
discussed, it is hoped that the following discussions will illustrate a signal-conditioning technique

that is applicable. Although the emphasis of each discussion is on the signal conditioning and the
issues associated with applying the signal conditioning to each transduction principle, a simplified

discussion of the transduction principle will be included to place the signal-conditioning problems
in perspective. The reader is cautioned that this discussion covers only the transducer basics and

the characteristics that particularly affect the signal conditioning; it does not proviae a complete
understanding of the transduction principle or of how well the transducer output represents the
desired measurand. There are numerous good transducer texts (for example, Refs. I and 27), and

they should be consulted when more details are required.
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4.2.1 Variable-Resistance-TransducerSignalConditioning

Variable-resistancetransducersarewidelyusedandareavailablein manyforms.Theirsimplicity,
ruggedness,andrelativelylowcostcontributeto theirpopularity.Examplesincludethepotentiometric
transducer,thestraingauge,theresistancetemperaturegauge,andthepiezoresistivetransducer.The
characteristicsof thesetransducersvarystronglywitheachtypeandarediscussedin moredetail in the
sectionsthatfollow.

Potentiometric transducer signal conditioning. - Potentiometric transducers are often used to measure

linear and angular displacements. The transducer transfer function may be linear or may have a variety
of nonlinear characteristics. In general, it usually has a very limited frequency response (for example,.
0 to 4 Hz) at a low amplitude displacement.

The potentiometer owes some of its popularity to the simplicity of the required signal conditioning.
When the resistance of the potentiometer is reasonably high (I,000 to 10,000 _) and a 5-10-V power
supply is used for excitation, direct connection can be made with most modern high-impedance signal en-

coders. The major difficulty encountered with potentiometric transducers is an effect called "loading."

Figure 55a illustrates a typical potentiometric transducer which has a total resistance Rp and is loaded

by a resistive load RL; RL is the signal-conditioner impedance that is presented to the potentiometer.

The output voltage eo, shown for two values of RL in Fig. 55b, is a function of the power-supply voltage

EB, RL, and n. The term n is a number that varies between 0 and 1.0, and represents the position of the

movable contact on the linear potentiometer. Figure 55c illustrates the nonlinear loading effects as a
function of contact position and loading-resistance ratio. Loading also occurs for a nonlinear poten-

tiometer and must be determined for each specific application. The resistive value of the potentiometer
should be kept reasonably high to reduce the effects of the cable lead-wire resistance (if long wires are

used to connect the potentiometer to the signal conditioning), reduce power-supply loading, and reduce
power dissipation in the potentiometer.

When a very-low-impedance potentiometer, such as a slide-wire potentiometer is used, a constant-

current power source is desirable, in the case of a low-impedance potentiometer that is remote from the

signal conditioning, the signal outputs should be separate wires brought back to a high-impedance load,
as shown in Fig. 56. The output of the circuit of Fig. 56 is independent of the lead-wire resistances RW,
but is dependent on the absolute magnitude of Rp.

Strain-gauge-transducer signal conditioning. - Strain gauges are encountered quite commonly in flight-

test data-acquisition systems. A large vehicle undergoing loads research can be instrumented with a
thousand or more strain gauges at one time. Not only can gauges be applied directly to aircraft struc-

tures for measuring strain, but they are also often used in transducers (for example, pressure
transducers), to convert mechanical displacement into an electrical output.

The subject of strain-gauge measurements is addressed thoroughly and in excellent detail in Ref. 28,

which covers a wide variety of strain-sensing techniques in addition to the metal and semiconductor-type
strain sensors discussed here. In addition, it also covers the entire subject of strain measurement,

including signal-conditioning techniques. This section will present a quick overview of strain gauges
and associated signal conditioning.

The strain gauge is one of the most popular types of airborne transducers, and its main appeal is

attributable to its good accuracy combined with its simplicity and low cost. Though strain gauges are
usually associated with medium-accuracy applications, with proper care they exhibit errors from 1% to
3% of full scale. Unbonded strain-gauge pressure transducers are used in a very successful air-data

computer. However, in that application, the transducers are carefully selected premium units that are
well isQ]ated from vibration and temperature variations.

A brief discussion of the principles and characteristics of metal and semiconductor gauges is pre-

sented at this point to provide a general understanding of how strain gauges function. As the name
suggests, strain gauges are sensitive to strain. Strain can be visualized by considering a circular rod

of cross-sectional area A. If a tensional force F is applied to this rod at its ends, the original

length L of the rod will change by an amount of AL. The longitudinal strain, eL, is defined as

_L : ALIL (40)

(It should be noted that the diameter of the rod also decreases at the same time by some amount which is

about 0.3 eL for metals). The longitudinal strain eL is related to the deforming force by Young's modu-

lus E. The two relationships are

E = eL/C L = Young's modulus (41)

where

eL = F/A = stress (42)

Structural materials for aircraft flight tests are intended to be operated in the elastic (Hooke's law)

region, and these relationships then hold for the given material.

The materials handbooks (amd Table 2.1-I in Ref. 28) list the maximum elastic stress for many common

aircraft structural materials. Using this as the maximum stress and the given value of Young's modulus,
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themaximumelasticstraincanbecalculated.UsingvaluesfromTable2.1-1in Ref.28,whichcovers
aluminum,analuminumalloy, titanium,atitaniumalloy, carbonsteel,andachromium-nickelsteelalloy,
themaximumelasticstrain,that is, (AL/L)m,rangesfroma lowof 0.0007to a highof 0.0075.Since
aircraft flight-loadsstresslimits aresetwellbelowtheelasticlimit, theactualstrainavailableto
drivethebondedstraingaugewill bemuchlessthanthemaximumstrainfor thematerial.

Scalefactormustbeconsideredwhendesigningsignalconditioningfor stiff structuralmemberswhen
thestraingaugeshavebeeninstalledto determinethemaximumdesignloadsin the loadslaboratory.
Actualflight loadsareoftenmuchlowerthanthesestructuraldesignloads.Theoutputof thesegauges
undernormalflight conditionsmaythenbe_small andthusplaceanexcessiveburdenonthesignal
conditioning.Withflight-loadstestaircraft,thestraingaugesareusuallyinstalledduringaircraft
fabricationandit maybedifficult to install newgaugesin thebestlocation.Thebestwayto avoid
this problemis to havetheflight-loadsrequirementsincludedin theinitial design.

Astraingaugehasaninitial resistanceR,whichchangesunderstrainbyanamountAR.Therela-
tionshipgoverningAR/Rasa functionof strainis

AR/R: k(AL/L)= k_L = (gaugefactor)(strain) (43)

In this equation,thetermk is calledthegaugefactor. Thegaugefactorfor metallicstraingauges
is typicallyabout2. Semiconductor(piezoresistive)straingaugescanbefabricatedwithgaugefactors
rangingfrom-I00to +200.Despitetheadvantagesof its largegaugefactor,thesemiconductorstrain
gaugeis seldomusedin flight-testdata-acquisitionsystems;this is becauseof its manydisadvantages,
includingnonlinearity,highlytemperature-sensitivegaugeresistance,andhighlytemperature-sensitive
gaugefactor. Becausetheyaresosmall,semiconductorstraingaugesareusedin transducersthat are
verysmallor thatareusedto measurevery-high-frequencyinputs. Semiconductorstraingaugesareused
onaircraftstructuralmembersto measurehigh-frequency,low-levelstrain. In thesecasesit is often
desirableto usea bandpassfilter to eliminatelow-frequencyoffsetsanddrift.

Bondedstraingauges,thatis, straingaugesthatmeasurethestrainin thematerialto whichthey
arebonded,areoftenusedto determinetheloador forceona structuralmember.Otherfactorsin addi-
tion to theappliedforcecancauseaAL/L(Ref.3, pp.133,134).Forexample,temperaturechangespro-
ducedimensionalchanges.Thesetemperature-inducedstructuralchangesalsoaffectin a numberof ways
thestraingaugethat is directlybondedto thestructure.Byjudiciousselectionof strain-gauge
materials,strain-gaugemanufacturershaveproducedgaugesthat cancompensateovera limitedtemperature
rangefor thetemperatureeffectsin mostof theimportantstructuralmaterials.Figure57illustrates
theresultsof amultiple-temperaturecycletest involvingfourstraingaugesmountedonatitanium
alloy. If thesegaugeshadbeenusedto formatwo-active-armor four-active-armbridgethenmuchof the
apparentstrainwouldhavebeencanceled.Theone-active-armstrain-gaugebridgecanbetemperature-
compensatedbyplacinga "dummy"straingaugemountedonthesamematerialin thesamethermalenviron-
mentastheactivestraingauge.The"dummy"gaugesignal-conditioningtechniquewill bediscussedlater
in this subsection.

Straingaugesaremostoftenusedin bridgessuchasthatshownin Fig. 58. Inthis figure,all
armresistancesareequalto basicgaugeresistanceR. In Fig.58,theoutputvoltageis sensedbya
very-high-impedancevoltmeter.(Whenthebridgeis usedto drivea low-impedancedevice,for example,a
currentsensorsuchasagalvanometer,theoutputequationsaremorecomplex.)Inspectionof the
equationsgivenin Fig.58showsthattheoutputsof thebridgesarefunctionsof thebridge-supply
voltageEB,thetermAR/R,andthenumberof activearmsin thebridge.

In Fig.58,it hasbeenassumedfor thetwo-active-armandfour-active-armbridgesthatit is possible
to positionindividualstraingaugesat locationswherethereareequalandoppositestresses.Thisis
oftenpossible,for example,whenmeasuringbendingmoments.Thiswouldnotusuallybepossiblewhena
structurerespondsonlyin puretensilestress,unlessspecialprovisions,suchasforcerings,were
designedinto thesysteminitially or couldbeaddedlater. (Thetwo-active-armbridgecanfunctionwith
twosimilarlystrainedgaugesif thegaugesarelocateddiametricallyoppositeeachotherin thebridge.)

Figure59displaystherelativeoutputof thebridgeswithone,two,andfouractivearms.Note
thatfor thehighervaluesof AR/R,theone-active-armbridgeis verynonlinear.Whatis notshownis
thatin actualpractice,theone-,two-,andfour-armbridgesareevenmorenonlinearat largevalues
of AR/R.Thisis dueto thenonlinearityof thegaugefactor. In theequationsfor thetwo-active-arm
andfour-active-armstrain-gaugebridges,theassumptionhasbeenmadethattheresistiveincreasein
onearmexactlyequalstheresistivedecreasein theotherarm.ThisobviouslycannotbevalidwhenAR
is greaterthen-R,sincethis wouldrequirethattheresistancein thatarmbeanegativeresistance,
whichis impossiblesinceit meansthestraingaugewouldbecomeapowersource.Thephysicalimpli-
cationof this is thatnogaugefactorcanbelinearin theregionwherethestrain-gaugeresistance
approacheszero_. Withmetalstraingauges,themaximumelasticstrainlimits thevalueof ARto much
lessthanR. Semiconductorgaugeswithlargegaugefactorscanencounterthis limitation. Thisexpla-
nationis requiredsincetheequationsof Fig.59for two-active-armandfour-active-armstraingauges
seemto implythatthebridge-outputvoltagecanexceedthebridge-inputvoltage,Thisis impossible
for thereasonsmentionedabove.Theone-active-armbridgeis reasonablylinearfor AR/R<<2, which
is anacceptableassumptionfor mostapplicationsinvolvingmetalstraingauges.

In general,thestrain-gaugesensingelementor elementsareIncatedremotelyfromthesignalcon-
ditioning. Thismeansthesensingelementis connectedto thesignal-conditioningsystembyleadwires.
Theseleadwirescanbequitelongandcanpassthroughunknowntemperatureenvironments.Thismeans
thata lead-wireresistanceRWis introducedintothebridgecircuit. Thislead-wireresistancecanvary
in anunknownmannerasa functionof theunknowntemperatureenvironmentthroughwhichit passes.Fig-
ure60illustratessomeof themostcommonwiringtechniquesusedto reducetheselead-wireresistance
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effects. Forbestelectricalnoiserejection,theleadwiresareusuallytwistedtogetherinsidea
shield. Theshieldis isolatedfromgroundandnormallygroundedonlyat thesignalencoder.

All thewiringschemesshownin Fig.60havetwoprinciplesin common:(i) whensomelead-wire
resistanceRWmustbeincludedin thearmsof abridge,it is placedin twoarmsof thebridgesuchthat
its effectstendto cancel;and(2)whenreturningawireto thehigh-impedancesignaldetector,a lead
wireis usedthat is notcarryingbridge-powercurrents,for thiswirewill producea voltageerrorowing
to thecurrentthroughRW. Notehoweverthatin all cases,the lead-wireresistancethatcarriesbridge
powerto thebridgecausesa voltagedropwhichreducestheeffectiveEBacrossthesensorandthusre-
ducestheoutputvoltage.

Sincethebridgeoutputis a functionof AR/R,whichis independentof themagnitudeof R,it is
usuallydesirablein a voltage-sensingsignal-conditioningsystemto usethehighestresistivevalueof
straingaugeavailable.Withthemetal-typestraingauge,it is oftenhardto findgaugeresistances
thatexceed1,000_. Highgaugeresistancesin metalgaugesarealsosometimesassociatedwithlowgauge
reliabilities socaremustbeexercisedin this regard.Thislargevalueof basicgaugeresistanceR
reducestheeffectsof RWto asmallerfractionof R. Thelargevalueof basicgaugeresistancealso
reducesthecurrentthroughRW,thusreducingvoltagedrops.Otheradvantagesof usingstraingauges
withhigherresistancesarethatfor thesamesupplyvoltage,thepower-supplyloadingis reducedasis
thestrain-gaugeself-heating.

Figure60illustratesashunt-calibrateresistanceRC,andacalibrateswitchS. Whenthecalibrate
switchis closed,theshunt-calibrateresistoris placedin parallelwithonearmof thebridgeand
decreasesthearm'sresistancebyanamountARc,whichis equalto thedifferencebetweenRandthe
parallelcombinationof Rc andR. Thisproducesa ARc/R,whichcorrespondsto aone-active-armbridge
withaneffectiveinputARc/Randproducesanoutputvoltagethat is algebraicallyaddedto existing
strain-inducedoutputs.Notethat in Figs.60a-60c,thecalibrateresistoris placedacrossa fixed-
bridgecompletionresistancein thesignal-conditioningsystem.In Fig.60d,thecalibrateresistoris
shownconnectedto wiresthatdonotcarrybridgecurrents.If theleadresistancesaresmallenough,
thentheextrawirefor thecalibrateresistorof Fig.60dis notrequired.

Theshunt-calibratetechniquewasoriginallyusedwhenstrain-gaugebridgeswerepoweredbybat-
teries. SwitchSwasclosedfor shortperiodsduringaflight, therebyproducinga signalstep-output
whichcouldbeusedto calculatetheactualbatteryvoltagethroughouttheflight. Adecreasein the
batteryvoltage(asit dischargesduringflight) directlyaffectsthebridgeoutput.

Theadventof themodern,highlyregulatedpowersupplyhasremovedthemainreasonsfor usinga
calibratetechnique,whethertheshunt-calibratetechniqueshownhereor theseries-calibratetechnique
discussedin Ref.28. Themainjustificationfor usingacalibrateresistorin conjunctionwithmodern
regulatedpowersuppliesis that acalibratecanbeusedduringpreflightandpostflightrecordchecksto
providea crudeandlimitedindicationof thesystemelectricalwiringintegrity.

Useof thedummygauge(R*)shownin Fig.60bis averyusefulwayof reducingthetemperature
effectsproducedwhenthestrainsensorin a one-active-armstrain-gaugebridgeis exposedto large
temperaturefluctuations.Figure57illustratessomestraingaugeswhichwouldexhibitanapparent
variationof Ii0 micro-strainoverthetemperaturerangeof 27°Cto 277%,whenmountedontitanium.
In theone-active-arm-bridgeconfigurationof Fig.60a,theaccuracywouldbelimitedto this value.
(Notethatatemperaturemeasurementat thebridgecouldalsobeusedto correctthereading,but
this requiresanotherdatachannelor acomplicatedsignal-conditioningcompensator.)If adummy
gaugecouldbemountedin thesametemperatureenvironmentandonthesamematerialastheactive
strainsensor,butremainunstrainedbyloads,thentheapparentstrainowingto temperaturefor the
exampleshownin Fig. 57wouldbelessthantheshadedarea,aconsiderableimprovement.Forbest
results,thedummygaugeshouldbematchedto theactivegauge.Thismatchingprocessusuallymeans
matchingtheresistanceof thegaugesthathavebeenconstructedfromthesamebatchof straingauge
wireor strain-gaugematerial.Therequiredisolationof thedummygaugefromthestructuralloads
canbeaccomplishedbymountingatabof thestructuralmaterialat theactivegaugesite suchthat
it is subjectedto thesametemperatureswhilebeingisolatedfromthestructuralloads.

If thebridgepowersupplyis anongroundedpowersupply,it wouldbepossibleto usea single-ended
amplifierto amplifythestrain-gaugebridgeoutput.However,becauseof thelow-levelsignalsassoci-
atedwithstrain-gaugebridgecircuits,a differentialamplifiersuchasaninstrumentationamplifier
(seeSec.3). is desirableto reducecommon-modenoisesignalcontamination.

Whenthepowersupplyis grounded,a differentialamplifierwill berequired;however,agrounded
powersupplyshouldbeavoided,becausethesignalcircuitshouldbegroundedat onepointonly. That
groundpointis usuallyat thesignalterminus,suchasthePCMencoder(seeFig.61). Witha grounded
powersupply,considerableamountsof steady-state,common-modevoltagecanbeintroducedintoatypical
direct-coupledbridgecircuit. In addition,if thecircuitis groundedanywhereelse,suchasat the
signalencoder,common-modevoltagescanbeintroducedowingto themultiplegrounds.If thegaugeis
locatedwherethegroundreferencevoltageis at a muchhigherlevelthanthatof thesignal-conditioning
system,it maybedesirableto useanisolationamplifierinsteadof theinstrumentationamplifier.
Single-endedanddifferentialvoltageamplifiersandisolationamplifiersarecoveredin Sec.3. When
electricalnoiseis particularlytroublesome,acarrieramplifier(alsodescribedin Sec.3)maybeused
to reducenoisecontamination.

Straingaugesarecapableof a frequencyresponsethatis quitehigh. Atypicalstraingaugemounted
onawingpanelcanreproducestructuralinputfrequenciesashighas800Hzfor standardsensingele-
ments.Figure61is aschematicdiagramof a one-active-arm-bridgecircuit usinganinstrumentation
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amplifierof gainA,a floatingpowersupply,aPCMencodersignalterminaldevice,andshieldedwires
whicharesingle-pointgroundedat thesignalterminaldevice.

Whenthehighestfrequencyof interestto theengineeris 10Hzandthebridgeoutputis directly
connectedintoa 50-sample/secPCMencoder, there is considerable possibility for aliasing (see Sec. 5
and Ref. 1). To control aliasing, it is mandatory to filter the signal before it is sampled. This
filter would typically have a cutoff frequency of 10 Hz.

Strain-gauge bridges have characteristics that establish filter requirements that are particularly
difficult to satisfy. A strain-gauge bridge typically has a low-level output voltage and quite often

requires a low-pass filter, especially when used with a low-sampling-rate PCM channel. When neither of

the bridge output signal wires is grounded, the output has considerable common-mode voltage. Even if one
of the bridge output leads can be grounded, substantial common-mode voltage may remain. None of the

filters illustrated in Appendix I is of the differential-type input filter, which is necessary to reject
common-mode voltages. Active filters with differential inputs are available but they require more com-

ponents and additional component matching. When excessive common-mode voltage is present, a differential
input instrumentation amplifier can be used followed by a single-ended filter. Filters are discussed in
Sec. 3 (under Filters) and Appendix I. A filter that circumvents the active filter dc drift is the zero-

offset filter described in Appendix I. This filter is particularly effective when used with a transducer
having a low output voltage and requiring a filter with steady-state response.

The maximum power-supply voltage is normally limited by the maximum allowable power dissipation of
the strain gauge. For a given gauge resistance, the power dissipation increases as the square of the

power-supply voltage, whereas the signal output of the bridge is directly proportional to the input
voltage. Therefore, doubling the input voltage doubles the output voltage, but it quadruples the
power dissipated in the gauge. To overcome this limitation, a pulse power source is sometimes used.

For example, when a 350-_, four-active-arm bridge is used with a lO-Vdc supply, 286 mW are dissipated

in the bridge. A power supply that pulses this bridge with a 1-msec, 50-V pulse every second produces
an average power of 7 mW, which is 40 times lower than that produced with the lO-Vdc supply. Now if
the output of the bridge is sampled only when the bridge is pulsed, the output of the pulsed bridge is

5 times higher than produced with the steady-state lO-Vdc power supply. Obviously, when this pulsed
power supply is synchronized with a sampling-type data encoder, a very efficient system is produced.

In practice, implementation of such a pulse-excitation system is very difficult because of aliasing
(see Sec. 5). In the above example, the sampling rate was I sample/sec which corresponded to the power

supply pulses to the bridge of I pulse/sec. In this case any strain input or electrical noise pickup
with a frequency component above 0.5 Hz will be irretrievably aliased into the data bandwidth 0 - 0.5 Hz.

In conclusion, even though pulsed power

pulsed power supplies must be well analyzed
ity data.

supplies seem to offer great advantages, applications of

and the power supplies carefully designed to ensure qual-

Even though it would not seem to be in the province of signal conditioning, all installed strain-

gauge bridges should be quality-tested with a high-voltage, megohm tester before use. A minimum of 1,000
M_ should be registered between each sensor and structure, particularly when large temperature excursions

are anticipated. Low values of insulation resistance are just one indication of improper gauge installa-
tion and low sensor-to-structure resistance is highly correlated with later system difficulties.

Figure 62 illustrates one channel in a typical signal-conditioning box for a four-active-arm bridge.
The channel includes provision for initial balance of the bridge output by means of the potentiometer
RB and for inserting a shunt-calibrate resistance RC by means of relay contact S. By judicious use of

the terminals A through G, the signal conditioning can also accommodate one-active-arm and two-active-
arm bridges.

To ensure reliable data recovery, one data channel is often used for monitoring the bridge supply

voltage. This is done even if a calibrate-resistance system is used, since any error in the bridge input
voltage is directly reproduced as a scale-factor error in the output signal. Thus, although it is not

highly probable that a reliable, regulated power supply will change voltage, it is very important to know
if it does change.

Although potentiometers are often included in the bridge-signal conditioning, their presence often

contributes to data degradation, and good practice dictates that they not be used. The resistor RB in

the bridge channel shown should be replaced with fixed, precision resistors which will zero balance the
bridge to within 5% of full scale. This is done to (I) Eliminate between-flight adjustments; (2) Improve

reliability without potentiometers; (3) Eliminate potentiometer step resolution; and (4) Eliminate vibra-
tion sensitivity. The most important reason for eliminating the potentiometer is so that the bridge can-
not be re-zeroed after each flight. Bridge output voltage drift is an important indicator of diminished

bridge integrity, and repeated re-zeroing eliminates this measure of bridge quality. The appropriate
place to correct the data for offset or drift is during the data-reduction process, not in the signal

conditioning. A potentiometer can be used to determine the approximate values of the fixed-resistor
divider. Though the bridge balancing must be done at the aircraft, the potentiometers can be replaced in

the flight laboratory, particularly when the signal-conditioning circuitry is designed with this in mind.

The output of a one-active-arm bridge is very nonlinear with large changes in gauge resistances, such
as occur with semiconductor strain gauges. A circuit that is linear for large variations of the sensor
resistance is discussed below.

Thermoresistive-transducer signal conditioning. - In this subsection, the signal conditioning for the
ther_res{sCive-effeCCtransdu_rs_the-RTD--(meCal_type resistive temperature gauge) and the thermistor,

will be discussed. (Thermocouple signal conditioning was discussed previously in this section.)
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Themetalresistive-temperaturedetector(RTD),andthethermistoraretwoof themostcommonair-

borneresistivetemperaturesensors.TheRTDis veryaccurateandstable,butthebestunitsare
somewhatexpensive.Thethermistorproducesverylargeresistivechangesfor agiventemperaturechange;
however,in its basicformit is highlynonlinear.Otherresistive-temperaturesensorsexist, butthey
arenotcommonlyusedin airborneapplications.

Figure63illustratesthetemperature-relatedresistancevariationsof someof themorecommonRTD
materials.Platinumis themostdesirabletemperaturegaugematerialbecauseit hasexcellentrepeat-
ability andstability. Nickelis aneconomicalmaterial,andits nonlineartemperaturepropertiescan
becompensatedwithbridgecircuitsovera limitedtemperaturerange.Copper,whoseresponseis not
illustrated,hasa verylinearvariationof resistivityversustemperature,butis notnormallyused
becauseits lowresistivitymakesit verydifficult to achievepracticalvaluesof total gaugeresist-
ances.MostRTDmaterialshavepositivetemperaturecoefficients(resistanceincreasesastemperature
increases.)

Figure64illustratestheresistanceversusthetemperatureresponseof athermistorandshowsthe
typicalshapeexpectedof a thermistorcharacteristiccurve.Thermistorsareformulatedfrommanysemi-
conductormaterials(for example,oxidesof nickel,manganese,magnesium,iron, cobalt,andtitanium)
and,thus,theabsolutevalueof resistancecanvaryconsiderably.

In general,a thermistorresistanceasafunctionof temperaturecanbeapproximatedby
R: Ro exp{B[(I/T)- (I/To)]} (44)

where

R=resistanceat absolutetemperatureT
Ro = resistance at absolute reference temperature To

8 = thermistor material determined constant

T = thermistor temperature, K

To = reference temperature, K

Manufacturers sometimes supply more complex equations which give better approximations over large
temperature ranges, or provide tables listing the thermistor resistance at various temperatures. When

the data are to be reduced by a computer, an equation is often desirable. The important feature to
notice in the above equation is that it is an exponential function, which means that the thermistor

resistance changes dramatically over most of the usable temperature range. Another important charac-
teristic is that the thermistor has a negative temperature coefficient (resistance decreases as tem-
perature increases).

The RTD is usually used in one-active-arm-bridge circuits. This is essentially the same bridge cir-

cuit as the one-active-arm bridge discussed above. As can be seen from Fig. 63, even platinum (curve D),
which has a lower sensitivity resistance versus temperature than the other illustrated gauge materials,
produces large resistance changes over its temperature range. (Note that both tungsten and platinum can

be used at much higher temperatures than other materials shown, depending on the mounting technique and
the atmosphere in which the sensor is immersed.) Even though the resistance sensitivity versus tem-

perature characteristic of a platinum RTD is nearly linear over its usable temperature range, the output
of the one-active-arm bridge with equal-resistance arms is far from linear.

Figure 65 illustrates some common bridge configurations used with the RTD. Figure 65a is used when

the lead-wire resistance in the cable to the gauge is negligible or when accuracy is not critical. Note
that when the lead-wire resistance is known and stable it can easily be incorporated in the calibration
equations as a simple increase in the absolute value of the gauge resistance. When the lead-wire

resistance is significant and undergoes unknown changes because the cable passes through unknown tem-
perature environments, the configurations Of Figs. 65b and 65c are desirable. The three-wire con-

figuration of Fig. 65b is particularly useful in the equal-arm bridge configuration. In this case, Ro

is the resistance of the resistive gauge at the temperature where the bridge has zero output voltage,
and RI, R2, and R3 are all equal to Ro° Since the lead-wire resistance is split into two bridge arms,

the bridge loses some sensitivity, but variations in RW cancel out.

For the equal-arm bridge configuration, where RI, R2, and R3 are equal, the configuration shown in

Fig. 65c has no advantage over that in Fig. 65b; however, when R2 and R3 are equal and significantly

greater than RI, then the advantages of the configuration in Fig. 65c are important. In this case the

lead-wire resistance value (2R W) is split into the arms containing R1 and RG. The configuration in

Fig. 65b does not provide compensation for lead-wire resistance changes when R2 and R3 are equal and

much greater than RI.

Why should the engineer wish to use R2 = R3 >> RI? To help visualize the situation, a hypothetical

RTD is postulated which is absolutely linear in the temperature range O°C to 800°C, where its resistance
varies from I00 _ at O°C to 500 _, at 800°C. This temperature characteristic roughly approximates that
of a platinum RTD. Assume further that it is desired to have zero bridge output voltage at 400°C at

which point RG = 300 _. If RI = R2 = R3 = 300 _, and the lead-wire resistance is negligible, then with a

supply voltage of I V, the bridge output would be as shown in Fig. 66, curve A. This is a very nonlinear

curve but acceptable for some applications. Much better linearity can be achieved using the same

hypothetical gauge in a modified bridge. This is accomplished by making R2 and R3 much larger than RG,
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for example,let R2 =R3 =5,000_. If thesupplyvoltageis increasedto 6.8VandR1is still 300
(thebridgestill nullsat 400°C),thencurveBin Fig.66is theresultantoutputvoltagerelationship.
Figure66showsthebenefitsof increasedlinearityresultingfromoptimizedbridge-armresistances.In
thesecondof thetwocircuit examples,a significantincreasein linearity is achievedin additionto
thereductionin thepowerdissipatedin theresistivetemperaturesensor.Atbridgebalance,the
apparentimpedanceseenbythevoltagedetectoris onlyincreasedfrom300_to 566_, anamountthat is
insignificantfor themodernvoltagedetector.

Thebridgenonlinearitycanbeusedto partiallycompensatefor thenonlinearitypresentin the
nickelRTDcharacteristic.Ascanbeseenin Fig.63,curveA, thenickeltemperaturesensitivity
increaseswithincreasingtemperature.Byjudiciouschoiceof bridgecomponents,thebridgenonlinearity
canbeselectedto partiallycomplementthetypeof nonlinearitydisplayedbythenickel(andBalco)RTD.

Theactivecircuit shownin Fig.67is oftenrecommendedwhenthegaugeresistancevariesoverawide
rangeandwhenanoutputis desiredthatis directlyproportionalto gaugeresistance.Thenull point
for this activebridgecircuit is easilysetbyvaryingR2. However,settingthesystemgaininvolves
simultaneouslytrimmingthetwoRI resistancesbythesameamount,sinceamismatchin thetwoRI values
will produceabridgenull error.

Theresistanceof asimplethermistorvariessodramaticallywithtemperature(seeFig.64),that
mostapplicationsareusuallylimitedto measuringsmallvariationsof atemperaturefroma reference
level. Fortunately,modernthermistorsareverystableandfor someapplicationsmanufacturerssell
thermistorsthatareinterchangeable.Whenusedto measuresmallvariationsof temperature,for example,
monitoringthetemperatureof athermocoupleoven,athermistorbridgecanprovidelargevoltageswings
for evensmalltemperaturechangesandthebridgesshownin theprevioussectionfor RTDaresuitablefor
this application.

Theexponentialnatureof thethermistortendsto makedataacquisitiondifficult overa largetem-
peraturerange.Thermistorassembliesareavailablethatprovideeitheravoltageor resistiveoutput
that is nearlylinearwithtemperature.Theseassembliesareoftenverycomplex.Forexample,one
linearizedassemblyusesthreedifferentthermistorsandthreedifferentfixedresistors.

Theengineercanlinearizeanysimplethermistorto a considerableextentbycombiningatherm-
istorwitha fixedresistor. Figure68illustrateshowthethermistorof Fig.64couldbelinearized
aroundatemperatureof 112%.Thecompositecurveresistance,RC,variesfromi00_at O°C,to i0
at 250°C.Theusabletemperaturerangeextendsfrom25°Cto 200%.Obviously,byusinganothervalue
of fixedresistor,RF,or anotherthermistor,RT,otherlinearizedresistance-versus-temperature curves
can be drawn.

The strain-gage bridge (particularly a metal-type strain-gauge bridge) usually needs more amplifica-
tion than an RTD or thermistor bridge. This is because RTD and thermistor bridges have high output

voltage levels. When amplification is required, the same comments that applied to the strain-gauge
bridge apply here. Quite often the RTD and the thermistor are mounted to aircraft structures where the

temperature data have no high-frequency components. Since these bridges usually have low impedance,
careful shielding and good grounding practices may make filtering unnecessary. When filtering is
required, it is used primarily to limit the data-channel noise bandwidth.

Carrier amplifiers have capabilities for high gains while rejecting electrical noise. This can be an

advantage when it is desirable to use very low supply voltages to reduce heat generation in the gauge
itself, a condition which has the potential of introducing substantial errors into the temperature

measurement system. Pulsed power supplies are one solution to reducing temperature-gauge self-heating
while retaining high output levels. Since temperature gauges are low-frequency devices, pulsed power
supplies offer considerable promise.

4.2.2 Variable-Capacitance-Transducer Signal Conditioning

The capacitive transducer used in airborne applications, is usually a high-quality and expensive

device. The change in transducer capacitance is produced by changing the spacing of the capacitor plates
or by changing the dielectric material between the plates. The capacitive microphone is an example of

varying the capacitance by changing the plate separation. The airborne capacitive fuel-level detector is
an example of varying the amount of dielectric between fixed capacitor plates.

_acitive transducer. - The parallel-plate transducers shown in Fig. 69 are used to illustrate some

features of the capacitive transducer. The parallel-plate-type transducer is used because it is easy to
demonstrate some of the inherent characteristics that must be considered in producing these devices.

From Fig. 69a, x is the effective or average plate separation. This is because the diaphragm deflec-

tion under the pressure forces forms a curved surface. As also shown in Fig. 69b, the fixed electrodes

are sometimes curved to avoid contact when the diaphragm deflects.

In most transducers the plate area A is so large relative to the place separation x that the edge

effect is usually negligible, and the transducer capacitance is described by

C = _EoA/x (45)
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Where

A = effective capacitor plate area, m2

C = transducer parallel-plate capacitance

Eo = permittivity of free space, 8.85 x 10-12 F/m

= relative permittivity (_ = 1.0006 for air at standard conditions)

x = plate separation, m

To minimize size, it is usually desirable to keep the transducer diameter relatively small,
for example, 5 cm or less. The smallness of the transducer limits the area term A (see Eq. (45)).
Assuming the dielectric material is air, the relative permittivity _ is I. The combination of small
size and a low dielectric-constant material (like air), means that the plate separation x must be very

small in order to achieve a usable capacitance change as the result of plate deflection. This spacing
is 0.05 mm or less in a some applications. These close tolerances require meticulous attention to detail

when designing and fabricating these transducers. Transducer dimensional stability under changing tem-

peratures is critical since it can affect both the plate spacing and the diaphragm tension. Diaphragm
tension is particularly important because tension changes affect the sensor scale factor.

From Eq. (45), the capacitance is inversely proportional to the plate separation x. It is also

apparent that the capacitance increases dramatically as x approaches zero. The sensitivity of the capac-
itance to a change in plate separation is given by

dC/dx = -c_oA/x2 (46)

It can be demonstrated that the percentage change in capacitance is directly proportional to the per-

centage change in plate separation for small changes in plate separation around a neutral position. The
following equation is directly derived from combining Eqs. (45) and (46).

dC/C = -dxlx (47)

Capacitive sensors have some outstanding characteristics. Capacitive pressure transducers commonly

have an accuracy of ±0.1% with an accuracy 3 times better than this in the higher pressure range trans-
ducers. Repeatability can be ±0.005% over restricted temperature ranges. The better capacitive pressure

transducers are often used as secondary standards for calibration of other pressure gauges. The disad-
vantages of capacitive sensors are expense (which is related to construction) and the complex signal con-

ditioning that is required.

Basic signal-conditionin_hni _. - In the following paragraph three basic types of signal-

conditioning techniques will be examined: (1) high-impedance voltage amplifier used with a dc bias

supply; (2) charge amplifier used with an ac power supply; and (3) transformer-bridge signal conditioner.

Capacitive transducers have inspired numerous signal-conditioning techniques. Techniques (1) and (2)

above are simple and adequate for many applications. Technique (3) is somewhat complex, but for critical
applications where high accuracy is required it provides outstanding results.

The hi__g_h_i_edance voltaq_lifier is one of the simplest signal-conditioning circuits. It

is used extensively with capacitive microphones and other dynamic pressure sensors. The main weakness of

this technique is that it is impossible to achieve a static detection capability. Another weakness is

that it works best when the amplifier is physically closely coupled to the sensor, but this can limit the

system temperature tolerances. The reason for this required proximity limitation is that cable capaci-

tances reduce the system sensitivity in the same manner as discussed earlier in this section. Figure 70

illustrates how this circuit can be implemented. Where there are no significant circuit capacitances

other than the sensor capacitance C, and the amplifier input impedance is much greater than the bias

supply resistor R, then the sensor output voltage response is that of an RC high-pass filter. This cir-

cuit response would be down 3 dB at a frequency (in Hertz) of 1/(21RC). A detailed discussion of this

type of frequency response is covered in Sec. 3 (under Filters).

The char_mplifier circuit is shown in Fig. 71. When it is used with a capacitive sensor, the out-

put voltage is directly proportional to the plate separation x rather than inversely proportional to x,
as it was in the discussion of the previous section. This is particularly an advantage when the plate
separation varies by a large amount as it does in a capacitive proximity gauge. This circuit can be used

to measure static displacements.

This relationship can be demonstrated by the following analysis using an ideal operational amplifier

(I/CR)flRdt = e G (48)

(I/C)/Icdt : -eo (49)

IR : IC (5O)

eo : -(CR/C)e G (51)
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Whenthesensoris a parallel-platecapacitorsuchasthat describedbyEq.(45),thenit follows
that

eo: -(eGCRX)/(c_oA) (52)

Theoutputvoltageis anamplitude-modulatedsignal,andit mustbedemodulatedasdiscussedin Sec.3.
Thetransformer-bridge signal conditioner is one of the most useful techniques for measuring small

changes in capacity. It can be used to measure slowly varying large changes in capacity if it is made
into a self-balancing, that is, a nulling-type signal conditioner. The transformer ratio-arm bridge was

introduced almost 100 years ago. The development of high-permeability nickel-iron alloys and ferrites
has been responsible for the recent popularity of this type of bridge network.

Figure 72 illustrates a simple equal-arm transformer bridge. A constant-amplitude and constant-

frequency oscillator supplies the bridge excitation voltage ex. A transformer T, usually toroidal,

has NI turns in the primary and 2N 2 turns on the center-tapped secondary winding. The bridge nulling

accuracy, the ratio of CX/CR, is related to the turns-ratio accuracy. The turns ratio is unaffected by

age, temperature, and voltage. The detector which senses eo is a phase-sensitive detector (these are

discussed in Sec. 3 and in Appendix H). In this figure, CR is a reference capacitor which is adjusted

so that the bridge nulls at the desired value of CX, which is the nominal capacitance of the transducer.

As will be shown later, this bridge is readily adaptable to the differential capacitance transducer of
Fig. 69b.

A particular advantage of this circuit is its ability to tolerate cable capacitances that are sev-
eral orders of magnitude larger than the sensor capacitances. This immunity to distributed cable and

stray capacitances can be deduced by inspection of Fig. 72b. The capacitance CI appears across the low-

impedance transformer winding (between points a and d) where its effect is negligible. The capacitance
C2 appears across the detector (across points a and b) where it does not enter into the balance equations.

The two cases most commonly encountered are the following:

i. CX is the transducer capacitance whose nominal value is C and changes value by a small amount

±AC; CR is a fixed capacitor which is adjusted to be equal to the nominal sensor capacitance C (see

Fig. 73a).

2. The transducer is a differential capacitance-type transducer where CR and Cx are both nominally

equal to C and are both part of the differential capacitance (see Fig. 73b).

The single-capacitor transducer has an output

eo = (el/2)AC/(2C ±AC) (53)

If, as is quite common, AC << C, then this equation simplifies to

eo : (el/4)(AC/C) (54)

Although the single capacitance is approximately linear when C >> AC, the differential capacitance trans-
ducer is linear over much larger excursions of AC. The output of the differential capacitance transducer
in a transformer bridge can be shown to be

eo = (el/2)(AC/C) (55)

The most common excitation frequency lies between 100 Hz and 10 kHZo

4.2.3 Variable-lnductance-Transducer Signal Conditioning

There are many types of popular variable-inductance and variable-mutual-inductance transducers.

These types of transducers can be constructed with very desirable characteristics - for example,
excellent resolution, ruggedness, and stability. When special care is used in construction, some of

these units can provide useful outputs at ambient temperatures approaching the Curie point (or Curie
temperature) of the core material. The Curie point is the temperature at which ferromagnetism abruptly
starts to vanish. A detailed explanation of this effect is given in Ref. 29. Disadvantages of variable-

inductance transducers include complicated signal conditioning, and a special, separate ac excitation
source.

This section will cover signal conditioning for the synchro family of transducers, the linear
variable differential transformer (LVDT), the rotary variable differential transformer (RVDT), the
variable-inductance transducer, the inductance potentiometer, the variable-reluctance transducer, and

the Microsyn. There are many other transducer variations; however, these examples illustrate the most
desirable signal-conditioning techniques. Simpler examples of signal-conditioning techniques abound

in the literature for the various transducers; however, these simplified techniques often place severe
restrictions on the system applications, and the economies are not that significant when modern inte-

grated circuitry is used. The synchro family of transducers is covered first, since many of the signal-
conditioning techniques for obtaining refined accuracy for thes_ devices are also applicable to the
other devices.
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Synchro transducer signal conditioning. - The synchro transducers have long been used as accurate
angular position sensors. Of the shaft-angle sensors capable of high accuracy, the optical (or brush)

encoders and the synchros are the most popular. Both types of sensors are very accurate but the synchro
is popular for airborne applicat3ons because of its durablility in harsh environments. The advent of

high-accuracy electronic converters (decoders) has also contributed to the continued popularity of
synchro devices.

Synchro transducer family includes a large number of members. The family is divided into two main

groups. The first group produces power outputs that are used to generate directly usable torques. The
second group produces a voltage output; its members are called control devices. The names and codes that

identify the various devices are torque transmitters (TX), control transmitters (CX), torque receivers
(TR), control receivers (CR or CT), torque differential transmitters (TDX), torque differential receivers

(TDR), control differential transmitters (CDX), resolvers (RS), and transolvers (TY). Although it is not
a rotary device, the Scott-T transformer is used quite frequently in synchro circuitry, because it can be
used to convert a synchro output into a resolver output and vice versa. Figure 74 illustrates some of
the more common members of synchro hardware.

The multiplicity of synchro hardware can be best understood if the engineer considers the chronologi-

cal development of synchro systems, which here is roughly divided into three phases: (I) torque-type
synchro systems, (2) synchro systems that use servomechanisms to close the system loop, and (3) synchro
transducers that use strictly electronic signal conversion.

The early synchro systems were power devices in that the torque transmitter actually generated enough

power to force a lightly loaded torque receiver to track the transmitter angular position. A flight-test

data-acquisition system might have been constructed as shown in Fig. 75. In such a system the remote
transducer might be linked to an angle-of-attack vane on a flight-test air-data head and the torque
receiver connected to the indicator on the pilot's cockpit panel display. (In a more complex system, the
TDR could provide a means of combining two data input shaft angles.) If the TX stator were set so that

its electromechanical zero were equal to the angle of attack and, further, if the TDR shaft were locked,
then the lightly loaded output shaft of the TR would attempt to track the vane position. The TR was

mechanically damped internally to reduce the tendency for the output to overshoot and oscillate. The
advantage of the TDR in the signal-conditioning chain (only the TX can be called a transducer in this

example), is that it is possible to easily adjust the system zero. The TDR can be set up with a mechani-
cal friction lock and can be used to zero the TR.

The static-output of the system of Fig. 75 is

e3 = e2 + e I (56)

By proper sizing of the TX, additional parallel TDR and TR sensors can be driven as required. For

example, the pilot indicator and a data recorder may be driven from a single TX.

The torque synchro systems are not used extensively at the present time because (I) the smaller units

produce low torque output; (2) in multiple receiver units, if one receiver is in error then the error is
propagated to all other receivers; and (3) the receiver internal damping is mechanical and thus cannot be

changed to optimize the receiver response for a specific application. Perhaps the most important limita-
tion of the torque synchros is that the design considerations required to provide torque outputs also

limit ultimate accuracy.

By constructing the synchro so that it is not a source of torque, greater accuracy can be designed

into the system; however, the synchro receiver is no longer capable of tracking the synchro transmitter
without an external torquing device. The natural development in synchro systems has been to use an

electromechanical servo system to provide this nulling torque to the synchro receiver. Such a system is
illustrated in Fig. 76. In this type of system, aircraft ac power is often used as the synchro excita-

tion voltage ex. In this case, a 400-Hz, two-phase servomotor is used. The rotor output voltage of the

CR is either in phase or 180 ° out of phase with the aircraft power, depending on which side of the null

the CR shaft is located. The servomotor reference voltage eR, a fixed voltage derived from the aircraft

power, is either ±90 ° out of phase with ex. The servomotor is geared to the CR rotor so that the ser-

vomotor drives the CR rotor shaft until e2 = 81 . At this point, the error voltage ee from the amplifier

is equal to zero. The gear train is also used to drive a mechanical load such as a potentiometer or an
instrument panel indicator. The gear train used in an accurate synchro system must be of high quality to
minimize backlash.

The two-speed synchro system can position shaft angles with high accuracy. For example, a system

such as that shown in Fig. 76 is capable of an accuracy of ±0.I °. A two-speed servo system such as that
illustrated in Fig. 77 can be used to increase the accuracy approximately by a factor of n, where n is
the gear ratio between the coarse and fine synchros. The fine synchro is geared to rotate as some whole
number integer n faster than the coarse synchro. The overall system accuracy approaches I/n times the

basic accuracy of the coarse systems. In Fig. 77, ex and eR are the same voltages as were defined for

Fig. 76. The gear trains for these systems must be of the highest quality. Critical gears should be

antibacklash gears.

In synchro systems, the CT rotor has two angles with respect to the CX rotor at which the output is

zero: 0 ° and 180 ° . In the single-speed system of Fig. 76, the false null at 180 ° is an unstable null,
and the slightest system perturbation will cause the system to search out the stable correct null. In
the two-speed servo system of Fig. 77, the level sensor detects the amplitude of the coarse CT rotor out-

put and, when it is within 90 ° of null on the fine CT and almost at null on the coarse CT the level sen-
sor switches the servo system error detector from the coarse CT rotor output to the fine CT rotor output.
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Undercertainconditionsin atwo-speedsystem,it is possibleto havea stablefalsenull at 180°. The
voltageeSin Fig.77canbeusedto correctthis condition.

Thenull offsetvoltageeSis onlyrequiredwhenthegeartrain producesanevenvalueof n. Whenn
is aneveninteger,thevoltageeScanbeusedto avoidastablefalsefinenull at 180°;eSis not
requiredif n is anoddinteger(eSis of thesamefrequencyasex andeR). ThevoltageeSis also
phasedto agreewiththecoarseCTrotoroutputfor rotoranglesof essentially0° to 180° and,there-
fore,to be180° outof phasewiththis outputfor rotoranglesof 180° to 360°. Theamplitudeof eSis
adjustedto shift theoutputof thecoarseCTrotorwithrespectto that of thefineCTrotorby90°.
Thecoarserotoris thenadjustedby90° to bringtheinputshaft-anglenull backto 0°. Thesetwo
operationscanceleachotherandproducea null at 0°, buttheeffectsat 180° areadditiveandproducea
180° phaseshiftwithrespectto thefine frequency,thus,anunstablenull.

Figure78illustrateswhythetwo-speedsystemcanachievea stablenullwhenthecoarseCXandCT
rotorsaremisalignedby180°. Whenthegearrationproducesanoddnumberof fineCTrotations(see
thelowercurvein Fig.78)withrespectto thecoarseCTmotion,thelevel-sensorswitchoperatingat
180° maintainstheproperphasing,andthe180° null becomesevenmoreunstable.However,if n is an
eveninteger(seetheuppercurvein Fig.78)thenwhenthelevel-sensorswitchestheerrorvoltageto
fineCTrotoroutput,thenormalphaserelationshipsfor 180° arereversed,andsmallperturbationscause
thesystemto lockin onafalse180° null. Theadditionof anappropriatevoltageeSremovesthis ambi-
guity. In thetwo-speed,servo-loopsynchrosystem,thegearingis critical, expensive,complex,and
increasesthefrictionalandinertial loadingof theinputshaft.

An"electrical"two-speedsynchrodoesnotrequireamechanicalgeartrain to achievewhatis
effectivelytwo-speedperformance.Theelectricaltwo-speedsynchrosareconstructedonacommonshaft
(Ref.30, pp.14,15).Thesesynchroshavetwoisolatedrotorsandstators.Thetwo-speedrotationis
accomplishedbyplacingmanymorepolesonthefinesynchro.Althoughthecoarseandfinesynchroshave
a commonshaft,thetwosynchrosareelectricallyindependent.

Theelectricaltwo-speedsynchrois morereliablethanthemechanicaltwo-speedsynchrosinceit has
fewermovingparts. In addition,it is smaller,haslessinertia,andeliminatesgearlimitationssuch
asbacklash,wear,andfriction. Electricaltwo-speedsynchrosareexpensive,butwhenall factorsare
consideredtheywill oftenbethemostdesirablesolutionif thetransducer,that is, thecontrol
transmitter(CX),canbechanged.Theelectricaltwo-speedsynchrois typicallyavailablein binary
ratios(for example,8to i, 16to I and32to I). Binaryratiosareevenintegers,thatis, sincenis
even,theuseof thenull offsetvoltageeSof Fig.77wouldberequired.

In this sectiononsynchro-typetransducers,theemphasishasbeenonaccuracy.Reliabilityand
ruggednessalsojustify synchrousein manyapplications;however,it is theaccuracythatmakessynchros
desirablein mostapplications.

In thepreviousexamples,thesynchrosystemswereall nullingsystems.Otherapplicationsrequire
ananalogor digitalformatfor theshaftposition.Electronicsignalconditionersconvertelectrical
outputsof thetransducer,suchasacontroltransmitteror resolverintoananalogordigital represen-
tationof theshaftangle.

Theoutputvoltagesthat definethestatorangle0, areall derivedfromtheexcitationvoltage,
whichis

ex = Ki cosmt (57)

Thisexcitationvoltageex is oftenaircraftpowerandassuchmayintroduceextraneousfactorsowing
to its variableamplitudeKi, variablefrequencym,noise,andharmonics.Theoutputvoltagerelation-
shipsfor a synchroare(seeFig.74)

el_3 =K1sin 8sin (mt+_i) (58)

e3_2 =K2sin (8+ 120°) sin (mt+m2) (59)

e2_I =K3sin (8 - 120°) sin (mt+m3) (60)
Almostall high-accuracyelectronicsynchroresolverdecodersconvertthesynchrothree-wire,three-

voltageoutputto thefour-wire,two-voltageresolverformat.Thistransformationcanbeaccomplishedby
meansof aScott-Ttransformer.Theoutputvoltagerelationshipsfor aresolver(Fig.74c)are

eA=KAsin ¢sin (mt+ mA) (61)

eB=KBcos@sin (mr+mB) (62)

Intheseequations,K1,K2,andK3areapproximatelyequalto eachotherandaredirectlyproportional
to Ki. Thesameis trueof KAandKB. Theangle@representsthestatorshaftangle.Thefrequency

is thatof theexcitationvoltage.Thetermsml' m2'andm3arethetime-phaseshifts of therotor-
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statorsystemwith respectto theexcitationvoltage.ThetermsmAandmBarethetimephaseshifts
for a resolver.In anidealsystem,all them'swouldbezero,andtheK'swouldbeequal. In areal
system,thetime-phaseshifts canbea sourceof significanterrors,especiallywhenthemaximumaccuracy
is required.

Usingtheresolveroutputvoltagesto forma ratioproducesa ratiovoltageeM,

eM=eA/eB=KA sin@sin (_t+ _A)/KBcos@sin (_t +_B) (63)

whenKA= KB (evenif KA_ KB,thenKAshouldbenearlyequalto KBandtheratiobecomesa stablevalue
nearone)andmAis equalto mB;then

eM=sin@/cos@=tan@ (64)

Thus,theratioof eAto eBproducesa ratiovoltageeMthat is independentof amplitudevariationsof
theexcitationvoltage,thecarrierfrequency,andthetime-phaseshifts! In high-accuracysystems,that
is, in systemsrequiringaccuracygreaterthanI minof arc,thesignalconditioningreferencestheout-
putsignalsagainsttheexcitationvoltage,andthetime-phaseshifts mAandmBlimit theaccuracyto
lessthanabouti minof arc. Toachievehigheraccuracy,a referencevoltageeRmustbesynthesized
fromeAandeB. Reference30illustratesonetechniquethat canbeusedto generateasynthesized
referencevoltagethathasthefollowingcharacteristics:

eR: KRcos(rot+_) (65)

where

aA-- _B and_a : (mA + _B )/2

This synthesized reference frequency now includes a time-phase shift term, _, which is the average of

mA and _B" A phase-shift network is not desirable because the time phase-shift term varies from one

resolver to another (also from synchro to synchro), and is also sensitive to temperature variations.

Quadrature voltage-rejection capability is greatly increased when the reference voltage is maintained in
phase with the output signals. Quadrature voltage is voltage at the same frequency as the carrier fre-

quency but ±90 ° out of phase with the carrier. One of the most common sources of quadrature voltage is
the speed voltage which is a function of de/dt (Ref. 30).

The error sources discussed account for most of the system error. Section VI of Ref. 30 includes an

extensive list of error sources -- over two pages of internal, external, and interface errors. When
reliable production signal conditioners are used, most of these error sources will have been minimized.

Electronic signal conditioners are characterized as continuous or sampling types and have digital or

analog outputs. The digital output signal conditioners are very popular: a typical signal conditioner
resolves a signal to 14 binary bits (±1.3 min of arc). This is very difficult to accomplish with an ana-

log output signal.

A continuous signal conditioner tracks the input signal by means of real-time, trigonometric-function

generators. The output of this device can be a digital or analog signal depending on the implementation
technique. The tracking signal conditioner exhibits high resolution with excellent frequency response,

but it is expensive. Production units are available for single- and double-speed synchro systems. Typi-
cal single-speed signal conditioner resolution is ±I min of arc for a 16-bit conditioner, ±2.5 min of arc

for a 14-bit conditioner, and ±21 min of arc for a lO-bit conditioner. Dual-speed synchro systems, using
a 36-to-I speed ratio, currently achieve a resolution of ±20 sec of arc for a 16-bit signal conditioner.

Sampling-type synchro signal conditioners have nearly the same resolution as the continuous-tracking

signal conditioners discussed above and are more economical. The main limitation is that the output is
sampled only once every cycle of the reference frequency; for this reason the frequency response is less

than that of the tracking-type signal conditioner. This is not a limiting consideration in many applica-
tions.

The circuit of Fig. 79 is useful when angle accuracy no better than ±0.5 ° is required. The circuit
of Fig. 79 is easily constructed and although it has limited accuracy, it has the following advantages:
(I) insensitivity to minor carrier-frequency shifts (major changes can produce significant errors), and

(2) it is independent of time phase shift. Its disadvantages include (I) a sample data technique sub-

ject to frequency limitations; (2) it is susceptible to errors from quadrature voltages, harmonics, and
noise; (3) single frequency operation; (4) false zero at 180°; and (5) special circuitry is required

to avoid lock-up.

The digital output is taken from an n-bit counter in Fig. 79. This counter starts counting clock

pulses when the Gate On signal arrives and continues until the Gate Off signal appears. After the
Gate Off signal has been received, the counter data can be stored in a digital register until they are

required or updated. A technique for merging these digital data into a data stream is covered later in
this section.



62

Ananalog,airbornedata-acquisitiondataencoderwithanoverallaccuracyof 0.1%is rare. The
usualtechniquefor recordingat this accuracy(at theappropriateresolution)withanalogsignal
recordersor encodersis illustratedin Fig.80. In this figure,channeli representsthetransducer
full scale,suchas360° for asynchrotransmitter,andchannel2representsa I0 timesexpansionof
channeli. Inthis case,eachfull-scaleexcursionof channel2represents36°. ChannelI mustbe
recordedto identifythesegmentof channel2underconsideration.Athird channelcouldbeadded,
againat a lO-to-Iratio, andthis thirdchannelwouldbeai00timesexpansionof channelI. In
practice,whenthedataof channelI arechangingrapidly,it will beimpossibleto reducethedata
onchannel3. Thereductionof channel2datais difficult exceptwhenthemeasurandis essentially
static. (Datareductiondifficultiesmakethis approachundesirable.)Asaresult,dataof veryhigh
accuracyareusuallyrecordedin a digital format.

Variable-differentialtransformersin_Qalconditioning.--Figure81illustratestheoperatingprin-
cipleo{_ v_ie d_ffe_ t-tans-former_VD-T_--Th-elinearandrotaryvariabledifferentialtrans-
formers(LVDTandRVDT)aresimilarin operation.TheRVDTcanbeimplementedin severalways,butthe
principleis identicalto thatof theLVDT.Ascanbeseenin Fig.81,anoutputnull occurswhenthe
movablecorecouplesequalandoppositeamountsof voltageinto thetwosecondaries.Ideally,thesumof
eolandeo2at null is zero. Anydisplacementof thecorefromthenull positioncausesmorecouplingof
flux intoonesecondaryandlessinto theothersecondary,producinga netoutputvoltage.

Theoutput-voltagefrequencyis, of course,thesamefrequencyastheexcitationvoltage;however,
everytransformerhasanassociatedphaseshift thatis a functionof frequency.AnLVDTis typically
manufacturedto beusedwithexcitationfrequenciesfrom50to 20,000Hz. Normally,a VDTis designed
andpurchasedforthespecificfrequencyof applicationwheretheexcitationandoutputvoltagearein
phase.It is importantthatthesevoltagesbein phase,becausethepreferredsignalconditioningis a
phase-sensitivedemodulator(PSD)andtheexcitationvoltageis usedto drivethedemodulator.Figure82
illustratessometechniquesfor adjustingthephaseanglefor LVDTandRVDTdevicesthatareusedat fre-
quenciesotherthanthedesignfrequency.

ThePSDis discussedin Sec.3 (underAmplification,Attenuation,andZeroShifting). AppendixH
providesa moredetailedanalysisof thePSDandshowsonetechniquefor implementinga PSD,usingopera-
tionalamplifiersandananalogmultiplier. Theadvantagesof thePSDincludeexcellentnoiserejection
anda negativepolarityoutputfor a "negative"coreposition. Anegativecorepositionis definedhere
asthecoredirectionfromnull thatproducesanoutputvoltagethatis 180° outof phasewiththeexci-
tationvoltage(Fig.81)wheneo is comparedto ex. Thenull voltagemaynotbequiteequalto zero
owingto transformer-generatedharmonicsandcapacitivecouplingbetweenprimaryandsecondarywindings.
Thiserroris usuallyquitesmall,butit canbesignificantlyreducedin mostcasesbythecircuitry of
Fig.83. Byusinga center-tappedvoltagereductiontransformer,this null error-voltagereductiontech-
niquecaneasilybeimplemented.

Althoughaircraftacpoweris a convenientoption,severalsubstantiallimitationsarisewhenthis
sourceis usedfor excitation.Aircraftpoweris seldommaintainedat constantamplitude,andtheVDT
excitationmustbeconstantto maintaina constantscalefactor. Also,theaircraftpoweris oftennoisy
andcancontainsignificantharmonics.Fortunately,a PSDhasgoodnoise-rejectioncharacteristicsand
hastheability to discriminateagainstsomeharmonicsandquadraturecomponents.Anelusiveproblem
occurswhenanaircrafthastwounsynchronizedacpowersourceswithacommonground.Withthis power
configuration,beatfrequenciescanbeintroducedintothesignal.

Thebasiccarrierfrequency,in this case400Hz,limits themaximummeasurandfrequency.Ageneral
rule is thatthecarrierfrequencyshouldbeI0 timeslargerthanthehighestdesireddatafrequency.
Thiswouldmeanthat a400-Hzexcitationfrequencywouldallowdatainputsupto 40Hz. Evenwiththis
lO-to-oneruleofthumb,a second-order,low-passoutputfilter (seeFig. 139in AppendixH)is required
for a goodsignal-to-noiseratio (in this casethenoiseis theripplefrequencyin thedemodulatedwave-
formandis twicetheexcitationfrequency).Thetypeof filter response(seethediscussionunder
Filter in Sec.3)dependsonthepermissibleamplitudeerrorsandphaseshiftsat 40Hz. ThelO-to-I
ratioof excitationfrequencyto highestdatafrequencyof interestis ageneralguideline,andsmaller
ratiosmaybeusedif greaterripplecanbetolerated.

Thelinearityof atypicalVDTis excellentoverthedesignrange,butdeterioratesrapidlyabove
this range.Forexample,anRVDTis typicallylinearto about±1%of full scaleovertherangeof ±40°,
and±3%of full scaleovertherangeof ±60°. Above±60°, thelinearitydropsdramatically.

Variable-reluctance transducer. - The variable-reluctance transducer (or variable-inductance

transformer) is made in many forms, including both linear and rotary position detectors and is similar to
the VDT. Figure 84 illustrates four of the many variations of this type transducer. Figure 84a shows a

variable-inductance linear position transducer which uses a center-tapped transformer to provide the
excitation voltage and form a bridge circuit with the variable-inductance transducer. In this trans-
ducer, the movement of the ferromagnetic core from its null position increases the inductance of one arm

as it decreases the inductance of the other bridge arm. This unbalances the bridge in such a way that

the output of the phase-sensitive demodulator is a function of the input.

The configuration of Fig. 84b uses two "E-cores." The two E-cores and the pressure diaphragm are all

ferromagnetic materials. The windings on the two E-cores are constructed such that when the iron
diaphragm is centered, the magnetic reluctance of the two systems is balanced, and the output to the PSD

is zero. Most of the magnetic reluctance of the circuits is the air gap between and E-cores and the
diaphragm. When pressure causes the diaphragm to move in one direction, it decreases the reluctance in

one E-coil and increases the reluctance in the other E-coil. The signal voltage from the PSD will be
proportional to the diaphragm position, and the signal will either be in phase or 180 ° out of phase with

the excitation frequency, depending on the direction of the diaphragm displacement from null.
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20(decimal)= 10100(binary)
TABLE4. - EXAMPLES OF DECIMAL AND BINARY NUMBERS

Decimal

0

1
2

3
4
5

6
7

8

9

10

11

12
13

14

15
16
17

18
19

Straight
binary

00000
OOO01

00010
00011

00100
00101

00110
00111

01000
01001

01010

OlOll
01100
01101

01110
01111

lOOO0
iO001
I0010

i0011

Binary-coded decimal

(Giannini's Datrex) a

Tens/digit

i000

IO00
I000

lOOO
I000

i000
i000
I000

i000

I000

II00

ii00
ii00
ii00

ii00

Ii00
II00
II00

ii00
ii00

Units/digit

I000

1100
0100

0110
0010
0011

0111
0101

1101
1001

IOO0

1100
0100
0110

0010

0011
0111
0101

1101
1001

aFrom Ref. 31.

The Microsyn of Fiq. 84c is another example of a variable-reluctance transducer. The advantage
of the Microsyn is that it is capable of very low null voltages (equivalent to an angular rotation of
45 sec of arc) and can, therefore, detect very small angular displacements. The output is also very
linear over a limited angular displacement (0.5% over ±7°). A PSD is required to determine the direction
of displacement.

The simple variable-reluctance transducer of Fig. 84d is not often used in quality airborne trans-

ducer systems. Unlike the other transducers discussed in this section, it is not a symmetrical trans-
ducer. In symmetrical transducers, when the ambient temperature changes, the corresponding inductance

changes tend to be self-compensating in the bridge circuit. The inductance of the transducer in Fig. 84d
does not exhibit this symmetry, and there is no inherent compensation. This transducer is quite often

connected in parallel with a capacitor and an operational amplifier to create an oscillator whose output
frequency f is a function of the inductance L and of the capacitance C, as shown by the following

equation:

f : I/(2_%FLC) (66)

A frequency-to-voltage converter can be used to convert the oscillator frequency into a dc output volt-

age. It should be noted that a frequency output produces the potential for very high resolution, but the
associated absolute accuracy may be far less.

4.2.4 Mechano-Optical Effect Transducer Signal Conditioning

Many engineers argue that there is no "true" digital transducer. They maintain that there are only

analog transducers which function as analog-to-digital converters. The digital optical shaft encoder is
certainly one of the most easily visualized "digital" transducers, and it can be used to illustrate many

of the typical digital transducer characteristics. In some texts, transducers with a variable frequency
output are defined as digital transducers. In this text, these devices are defined as variable-frequency
transducers (see the above subsection for an example of a basic variable-frequency transducer).

Mechano-optical effect transducer. - Figure 85 illustrates the mechanization of a shaft angle en-
coder disk. The coding format shown in Fig. 85 is generated by lights that are coupled and decoupled
from their detectors by transparent and opaque segments on the coded disk. In this example, there are
five coded segments on the disk. The outer segment contains 16 transparent segments (that is, l's), and

16 non-transparent segments, (that is, O's). In this segment the data bit, that is, a one or zero, is
the least significant bit (LSB) since if an error occurs in interpreting this data bit it introduces less

error than for any other bit in the data word. In Table 4 the LSB is the I or 0 on the right-hand side
of the column titled "Straight Binary." The most significant bit (MSB) is the inner, or fifth segment.
If an error is made in this segment, the shaft-angle readout is in error by 180 ° .

The binary (base 2) system is used to simplify interfacing to the digital-computer-based systems that
play an increasingly important role in data reduction. Table 4 illustrates the conversion between deci-

mal (base I0) and binary (base 2) number systems. A binary word which has n bits has a resolution of 2n.
The decimal number 20 in binary notation is 10100, that is,

20 = [(24 ) x I] + [(23 ) x O] + [(22 ) x I] + [(21 ) x O] + [(20 ) x O]

20 = (16 x I) + (8 x O) + (4 x i) + (2 x O) + (I x O) = 16 + 4 : 20
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TABLE4. - Concluded

Decimal

20
21
22
23
24
25
26
27
28
29
30
31

Straight
binary

10100
10101
10110
10111
Ii000
11001
11010
11011
Iii00
IIi01

Binary-codeddecimal
(Giannini'sDatrex)a

Tens/digit
0100
0100
0100
0100
0100
0100
0100
0100
0100
0100

11110
11111
MSBLSB

0110
0110

Units/digit
1000
1100
0100
0110
0010
0011
0111
0101
1101
1001
1000
1100

aFromRef.31.

FromTable4 it canbeseenthatthe5-bit straightbinarycodeuniquelydefines32positions(that
is, zerothrough31,wherezerois aposition). AlO-segmentshaftencoderdefines1,024positions(that
is, 210= 1024).

Figure86illustratesa 5-bit opticalshaftencoderwithassociatedcircuitry. Thisfigurewill
beusedto illustratethedigital-transducerinterfacecharacteristics.Whendatamustbetransferred
at ahighrate,theparallelformatis used.Theparallelformatrequirestheequivalentof onechan-
nelfor eachbit andis thereforecostlyto implement.Theserial formatis moreeconomicalwhendata
maybetransferredat slowerrates. Theserial formatrequiresbuta singlechannelto transmitthe
information.

In actualpractice,anopticalshaftencoderwouldnotusea straightbinarycode.Multiple-bit
statechangesat transitionsfromoneincrementto anotheroffertheriskof incorrecttransitionvalues.
Specialcodesareusedwhichchangeonlyonebit in movingfromoneincrementto another.TheBCDcode
of Table4 andtheGreycodeareexamplesof thesetypesof codes.

Data encoding. - Digital data must often be sequenced into a serial train of pulses, such as the
transmitter output of a PCM system. Some PCM systems have registers that can be filled for delayed out-
put at a selected rate. When the PCM does not have this capability, such a register must be provided

external to the PCM. The register must sample and hold (freeze) the transducer data at a known time.

It is not unusual to have digital transducers that have 14-to 16-bit resolution outputs. An airborne
PCM system typically encodes analog signals into 9-bit digital words (roughly ±0.2% of full-scale
resolution). To place a 14-bit digital word into a 9-bit PCM system requires that the transducer word

take up two PCM word slots (that is, 18 bits), a process known as concatenation. These required inter-
face processes are easy to implement for an experienced logic-circuit designer. The widespread use of

integrated circuit functional logic modules normally makes these interfaces easier to build than the tra-
ditional analog interfaces. A further benefit is that the digital interface circuits do not require
adjustment or "calibration."

4.2.5 Force-Balance-Transducer Signal Conditioning

The force-balance transducer was probably a natural evolution of the laboratory null-balance volt-

meter (described in Sec. 3) and the deadweight pressure gauge. Modern high-quality transducers often

incorporate electromechanical null-balance techniques into the transducer itself. These transducers are
often called force-balance transducers, since the measurand generates a force that is countered ser-
vometrically by an equal and opposite electromechanical force.

In a force-balance transducer, a deflecting element is servometrically constrained to very small

movements about a null position. By careful selection of the deflecting element, the force required to
restrain the movement is directly proportional to the input measurand. In a pressure transducer, the
deflecting element is often a bellows-type pressure Sensor; in an accelerometer, the deflecting element
is a pendulous mass.

Some of the advantages of the force-balance technique can be inferred from Fig. 87a. The position

detector need not be calibrated as long as it has a stable zero and a large output for small deflections.
(In a deflection-type system, the deflection sensor must be accurate over full scale.) The pendulous

mass is restrained both electrically and mechanically (mechanically by the position detectors themselves)
to very small deflections. In a deflection-type accelerometer, the deflection is dependent on the accu-

racy of the spring associated with the pendulous mass. In the case of the force-balance accelerometer
of Fig. 87a, the system sensitivity is dependent on the pendulous mass, its radius arm, the precision

of the output resistor (R), and the characteristics of the torquing coil. Reference 27 presents a con-
cise analysis of this type of system. All of these parameters can be precisely controlled. The magnetic

field strength to which the torquing coil is subjected is the most difficult parameter to stabilize over
the environmental temperature range; however, the accuracy of existing systems proves that it can be done.
Nonlinearities in the magnetic field and spatial non-uniformities are not important since the coil nulls

at the same position each time.
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Inspectionof Fig.87arevealsthatwhenthependulousmassis absolutelynulled,thereis noerror
outputvoltage.However,withvery-high-gainamplifiers,evenminutemassdisplacementsproducesizable
currents.Amplifiergainmustbetradedoff againstsystemstability.

Theforce-balancetransduceroutputis awell-buffered,high-leveloutputsignalfromtheinternal
electronics.Becauseof theoutputsignalcharacteristics,noexternalsignalconditioningis usually
required.Figure87aillustratesonetechniquethat is usedto implementananalogforce-balancetrans-
ducer.Figure87billustrateshowtheaccelerometerof Fig.87ais modifiedto bea 12-bitbinaryoutput
transducer.Anothercommontechniquefor nullingtransducersis thepulse-balancetechnique.In this
typeof force-balancetransducer,pulsesof equalenergybutof varyingrepetitionratesareusedto null
thetransducer.Sincethepulserateis proportionalto theacceleration,this pulse-balancetechnique
lendsitself wellto simple-pulsesummation(integration)for measuringvelocity.

Transducersconstructedusingforce-balancetechniquescanbeextremelyaccurate.Whatis possibly
evenmoreimportantis thattheycanbesmallerandalmostaseconomicalasnon-force-rebalancetrans-
ducers.Theaccuracyof availableanalogaccelerometersvariesfrom±1%for standard-gradeaccelerome-
ters to micro-g'sfor inertial-gradeaccelerometers(Ref.32). Mostunitsarequitesmallandeconomical.

Analogoutputforce-balancetransducersdonotordinarilyrequiresignalconditioning.Becauseof
extensiveinternalelectronics,transducersareavailable(orcanbeconstructed)soasto becompatible
withanystandardflight data-acquisitionsystem.Sincetheultimateaccuracyoftenexceedsthat of the
flight-test data-acquisitionsystem,vernierrangeextenderscanbeused(Ref.33). Whenthebasicchan-
nelhasahigh-frequencyresponseor considerablenoiseonits output,this vernierchannelmaybevery
difficult to read.Detailsof interfacingthesetransducersto aflight-test data-acquisitionsystem
werediscussedearlier nthis section.
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5. MULTIPLEXERS AS SIGNAL CONDITIONERS

In the discussions of the previous sections, signal conditioning was generally used to condition a

single input measurand. In actual practice, a flight-research vehicle often has instrumentation for 500
to 1,500 or even more data measurements. This same vehicle might have only one 14- or 28-channel magnetic

tape recorder for on-board recording and one telemetry transmitter as a real-time aircraft-to-ground link.
Obviously, a means is required to comhiqe the many channels into a few, or even one, channel.

This is accomplished with multiplexing. There are two major types of multiplexing: frequency-
division multiplexing (FDM) and time-division multiplexing (TOM). There are many ways to implement both
FDM and TDM. For example FDM can be implemented using amplitude modulation (AM) techniques (such as

double-sideband AM, double-sideband suppressed-carrier AM, and single-sideband supressed-carrier AM),
frequency-modulation (FM) techniques, and phase-modulation (PM) techniques. TOM can be implemented using
pulse-amplitude modulation (PAM), pulse-duration modulation (PDM), and pulse-code modulation (RCM).

Of all the possible multiplexing techniques only a few are commonly used, a result of the certain

demonstrated clear advantages they have over the others. Another equally important reason, is that

groups such as the Telemetry Group of the Inter-Range Instrumentation Group (IRIG) of the U.S. military
test and evaluation ranges have investigated the technical limits of the more useful techniques and have
established standards for these systems. Reference 34 lists IRIG standards for range users and includes
standards for frequency-division multiplexing (both for proportional- and constant-bandwidth FM multi-

plexing), PCM, and PAM. These standards are the results of considerable effort to develop workable

and documented systems. For example, the test leading to the IRIG FM standards is extensively docu-
mented in Ref. 35. Once these standards are established, all the U.S. military ranges adopt the stand-

ards. All U.S. Government agencies, such as NASA, and aircraft companies who use these ranges employ
equipment that meet these standards. Other test groups often adopt equipment conforming to these IRIG
standards because it is readily available, economical, and its various characteristics are well docu-

mented. Thus, equipment manufacturers meeting these standards have a wide market for their equipment
and this may lower prices.

Although the IRIG standards may not provide the best solution for each specific problem, they do pro-

vide economical answers to the general problems, known and well-documented system characteristics, and
systems that can be used without major modifications on a wide variety of flight-test ranges. The main

disadvantage is the limiting of competitive techniques; however, most range users and operators realize
that standardization has many more advantages than disadvantages.

Although not widely known, FDM techniques exhibit aliasing effects under certain conditions. Most

FDM systems are designed with the carrier-frequency deviation much greater than the highest data fre-
quency. When this condition is violated, aliasing effects can damage the reconstructed data. Although

FDM offers a theoretically infinite resolution capability, when sound design practice is not observed, it
may exhibit the same aliasing effects that are usually associated only with TOM techniques.

5.1 TIME-SAMPLED DATA AND ALIASING

All time-division multiplexing (TDM) systems are subject to aliasing. This discussion will con-

centrate on a practical approach to the solution of aliasing problems. For an in-depth analysis of
aliasing, the reader should refer to Ref. I. This reference also provides an excellent, concise
coverage of the airborne pre-sampling filters and interpolation filters.

Before delving into the techniques of reducing aliasing error, a short explanation of aliasing is
appropriate. In TDM systems, a data channel is sampled at specific intervals. In a typical flight-test

data-acquisition system, these samples are normally taken at equal intervals. Unless the engineer places
some restrictions on the frequency spectrum of the input data channel, he has no information about what

happened between the time the data was sampled. These restrictions on the input-data-channel frequency

effectively limit the rate of change of data between data samples. Typically, this is accomplished by
means of pre-sampling filters.

Figure 88 illustrates how aliasing can affect various sinusoidal data inputs. Curves la, Ib, and
Ic illustrate how a sinusoidal input signal (la) sampled five times per cycle (Ib) would be recon-

structed (Ic). Curve 2, a composite, shows how a sinusoidal signal sampled two times per cycle could be
reconstructed; however, curve 3 illustrates the loss of amplitude information which can occur when the

two-sample-per-cycle limit is reached. Curve 4 is particularly interesting since at 1.25 samples per
cycle, the reconstructed data frequency is identical to that of curve 1, even though the sinusoidal data
frequency is 4 times higher than that of curve I.

Without further information, once the data of curve 4 in Fig. 88 have been sampled, they are irre-

trievably lost. For example, if the sampling rate was I0 samples/sec and the input frequency was 8 Hz,
the data would be reconstructed as a 2 Hz signal. This effect is called aliasing.

The graph in Fig. 89 is included to help visualize the effect. As can be observed from this graph,

in a TOM system no output frequency fo can exist higher than one-half the sampling rate; that is, fs/2.

This frequency, fs/2, is called the Nyquist frequency, or folding frequency. Any input frequency fi

nigher than the folding frequency fs/2, appears in the data output as a frequency of zero to fs/2, as

shown in the graph. A point worth noting is that any frequency that is exactly an even multiple of the
sampling frequency, that is, fi = nfs (where n is an integer) will always produce a steady-state output.
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To help illustrate Fig. 89 assume fs is 10 samples/sec; then, for example, the output frequency is

I Hz for input frequencies of i, 9, ii, 19, 21, 29, 31, 39, 41, and so on until the sampling system can
no longer respond.

How does one avoid aliasing problems? There are several general approaches;

I. Use bandwidth-limited transducers that restrict the highest data frequency

2. Use established wiring and signal-conditioning techniques (Ref. 3) to reduce noise inputs

3. Avoid inputs above the folding (Nyquist) frequency, such as aircraft ac power pickup, and shelf
resonances for accelerometers

4. Use pre-sampling filters to restrict high-frequency data

All of the above are recommended instrumentation practices.

One way of reducing aliasing involves increasing the sampling rate, usually in conjunction with pre-

sampling filters. Figure 90 is used to illustrate how this technique is applied. In Fig. 90, a fre-
quency spectrum is presented of an accelerometer mounted on an instrumentation shelf. The accelerometer

has a frequency response of 0 to 40 Hz and is mounted on a shelf that has a 37-Hz resonance. The accel-
erometer is a force-rebalance accelerometer and is used to detect gross aircraft body motions. The

engineer expects the highest frequency of interest (fm) to be no more than 4 Hz. In theory, a sampling

frequency slightly greater than 8 Hz, that is, 2f m, could define the data. In practice, engineers

usually specify some sampling rate 4 to 10 times the highest frequency of interest, fm. A commonly used

number is a sampling rate of 5f m. The difference between the theoretical 2f m and the often quoted 5f m

is the penalty paid for filters that are less than ideal. In this example, a 5f m sampling rate would be

20 Hz. Any input frequency greater than I0 Hz, that is, fs/2, would be folded back into the spectrum of

0 to I0 Hz. For example, without filtering, the 400-Hz power pickup would appear as a dc offset in the

signal and the 37-Hz shelf resonance would appear as a 3-Hz data signal. After sampling has been per-
formed, it is impossible to distinguish the desired data from the aliased data.

By using a second-order filter with a cutoff frequency of 5 Hz, a signal at 10 Hz will be attenuated

by 12 dB, and a signal at 20 Hz will be attenuated by 24 dB. The advantages of filtering have to be
weighed against the amplitude and phase errors introduced (see Ref. 34). In this example, if the accel-
erometer was located in a vibrationally noisy environment (for example, near a jet engine, as sometimes

happens when trying to get measurements near the vehicle c.g.) then it would be desirable to increase the
sampling rate to 40 samples/sec and to use a fourth-order filter with a cutoff frequency of 5 Hz.

In practice, many well-behaved data channels may not require any sophisticated anti-aliasing filters.

A simple first-order passive filter is often sufficient to reject mild aircraft electrical power pickup.
One precaution is worth noting. Engineers tend to set sampling frequencies at convenient numbers such as
2, 4, I0, 20, 40, or I00, samples/sec. Unfortunately, the aircraft power frequency of 400 Hz is an even

multiple of these frequencies. Even a filtered channel will sometimes have enough residual noise at this
• frequency to produce appreciable aliasing errors. Since 400 Hz is an even multiple of these sampling

frequencies, the aliasing error will appear as a steady-state offset signal. If the basic sampling fre-
quency can be offset some prescribed small amount, the aliased image of the 400-Hz input will be a

distinctive frequency and easier to detect by visual inspection.

5.2 FREQUENCY-DIVISION MULTIPLEXING

Proportional-bandwidth FM and constant-bandwidth FM (PBFM and CBFM) systems are the most widely used

frequency-division multiplexing (FDM) techniques. Table 5 lists the IRIG-recommended proportional-
bandwidth FM subcarrier frequencies. Table 6 lists the IRIG-recommended constant-bandwidth FM subcarrier

frequencies. Figure 91a and 91b illustrate partial frequency spectrums for these two FDM techniques.

These are obviously not the only combinations; however, the characteristics are well known, and hardware
that meets these standards is readily available.

As can be seen from Fig. 91c one way to implement an IRIG CBFM system is to connect each data
channel to a subcarrier oscillator (SCO). The SCO is a voltage-controlled oscillator (VCO), with a

center frequency corresponding to the center frequencies of Table 5 or 6. By appropriate selection
of VCOs, a frequency spectrum such as those shown in Figs. 91a and 91b and described in Tables 5 and
6 can be developed. Any given channel can be located within its assigned frequency bandwidth. Propor-
tional bandwidth and constant bandwidth are the dominant FDM formats. A discussion follows of the
salient characteristics.

5.2.1 Proportional-Bandwidth FM-Type FDM Systems

If the engineer has a research vehicle that requires multiplexing 25 data channels into a single

channel and input data frequency spectrums that range uniformly from a narrow bandwidth (that is, 0
to 6 Hz) to a wide bandwidth of about 0 to 8.4 kHz, the IRIG PBFM system with its ±7.5% deviation may

be the desirable system. When a multitrack magnetic tape recorder is available, more than one group

of 25-channel proportional-bandwidth arrays can be recorded, assuming the tape frequency bandwidth can
accommodate them.
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Channel
Center

frequency,
Hz

TABLE5. -- PROPORTIONAL-BANDWIDTH FM SUBCARRIER CHANNELS

Lower

deviation

limit, a Hz

Upper Nominal

deviation frequency.
limit, a Hz response, Nz

Nominal

rise
time, msec

Maximum

frequency
response, a,° Hz

-+7.5% Subcarrier deviation channels

Minimum

rise

time, b msec

1
2

3
4
5

6
7

8
9

10
11

12
13

14
15

16
17

18
19

2O
21

22
23
24

25

4OO
560
730

960
1,300

1,700
2,300

3,000
3,900

5,400
7,350

10,500
14,500
22,000

30,000

40,000
52,500

70,000
93,000

124,000
165,000

225,000
300,000
400,000

560,000

370
518
675

888
1,202

1,572
2,127

2,775
3,607

4,995

6,799
9,712

13,412

20,350
27,750

37,000
48,562

64,750

86,025
114,700
152,624

208,125

277,500
370,000
518,000

43O
602
785

1,032
1,398

1,828
2,473

3,225
4,193

5,8O5

7,901
11,288

15,588
23,650
32,250

43,000
56,438

75,250

99,975
133,300
177,375

241,875

322,500
430,000
602,000

6

8
11
14
20

25
35

45
59

81
ii0

160
220
33O

450

6O0
79O

1,050
1,395
1,860

2,475
3,375

4,500
6,000
8,400

58
44
32

25
18
14

i0

7.8
6.0
4.3

3.2
2.2

1.6
1.1
0.78

0.58
0.44

0.33

0.25
0.19
0.14

0.I0
0.08
0.06

0.04

30
42

55
72
98

128
173

225
293

405
551
788

1,088
1,650
2,250

3,000
3,938

5,250
6,975

9,300
12,375

16,875
22,500
30,000

42,000

11.7

8.33

6.40

4.86

3.60

2.74

2.03

1.56

1.20

0.864

0.635

0.444

0.322

0.212

0.156

0.117

0.089

0.067

0.050

0.038

0.029

0.021

0.016

0.012

0.008

-+15% Subcarrier deviation channels c

A 22,000

B 30,000
C 40,000
D 52,500

E 70,000
F 93,000

G 124,000
H 165,000

I 225,000
J 300,000

K 400,000
L 560,000

18,700

25,500
34,000
44,625

59,500
79,050

105,400
140,240

191,250
255,000

340,000
476,000

25,300
34,500
46,000
60,375

80,500
106,950

142,600
189,750

258,750
345,000

460,000
644,000

660
9OO

1,200
1,575
2,100
2,790

3,720
4,950

6,750
9,000

12,000
16,800

0.53

0.39
0.29
0.22

0.17
0.13

0.09
0.07

0.05
0.04
0.03
0.02

3,300

4,500
6,000
7,875

10,500
13,950
18,600

24,750

33,750
45,000
60,000
84,000

0.106

0.078

0.058

0.044

0.033

0.025

0.018

0.014

0.010

0.008

0.006

0.004

-+30% Subcarrier deviation channels d

AA 22,000
BB 30,000

CC 40,000
DD 52,500

EE 70,000
FF 93,000
GG 124,000

HH 165,000
II 225,000

JJ 300,000
KK 400,000

LL 560,000

15,400

21,000
28,000

36,750
49,000
65,100

86,800
115,500
157,500

210,000
280,000

392,000

28,600

39,000
52,000

68,250
91,000

120,900

161,200
214,500
292,500

390,000
520,000

728,000

1,320

1,800
2,400

3,150
4,200
5,580

7,440
9,900

13,500

18,000
24,000

33,600

0.265

0.194

0.146

0.111

0.083

0.063

0.047

0.035

0.026

0.019

0.015

0.010

6,600

9,000
12,000

15,750
21,000
27,900

37,200
49,500

67,500
90,000

120,000
168,000

0.053

0.038
0.029

0.022
0.016
0.012

0.009
0.007
0.005

0.004
0.003

0.002

aRounded off to the nearest Hz.

bThe indicated maximum data frequency response and minimum rise time is based on the maximum

theoretical response that can be obtained in a bandwidth between the upper and lower frequency

limits specified for the channels. (See Appendix B of Ref. 34 for determining possible accuracy-

versus-response trade-offs).

cChannels A through L may be used by omitting adjacent lettered and numbered channels. Channels 13

and A may be used together with some increase in adjacent channel interference.

dChannels AA through LL may be used by omitting every four adjacent double-lettered and lettered

channels and every three adjacent numbered channels. Channels AA through LL may be used by omitting
every three adjacent double-lettered and lettered channels and every two adjacent numbered channels

with some increase _n adjacent channel interference.
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TABLE 6. - CONSTANT-BANDWIDTH FM SUBCARRIER CHANNELS

A Channels a

Deviation limits = _2 kHz

Nominal frequency

response = 0.4 kHz
Maximum frequency

response = 2 kHz

B Channels a

Deviation limits = ±4 kHz

Nominal frequency
response = 0.8 kHz

Maximum frequency
response = 4 kHz response

Center Center Center

Channel Frequency, Channel Frequency, Channel Frequency,
kHz kHz kHz

16
24
32

40
48

56

64
72
8O

88

96
104
112

120
128
136
144

152

160
168
176

3B

5B

7B

9B

lIB

13B

158

17B

19B

21B

32

48

64

8O

96

112

128

144

160

176

C Channels a

Deviation limits = ±8 kHz

Nominal frequency
response = 1.6 kHz

Maximum frequency
= 8 kHz

3C

7C

llC

15C

IA
2A
3A

4A

5A
6A

7A
8A

9A
IOA

IIA
12A
13A

14A
15A
16A

17A
18A

IgA
20A
21A

19C

32

64

96

128

160

aThe indicated maximum frequency is based on the maximum theoretical response that

can be obtained in a bandwidth between deviation limits specified for the channel.
(See discussion in Appendix B of Ref. 34 for determining practical accuracy-versus-
response trade-offs.)

Because the engineer seldom encounters a data system with a proportional spread of frequency

responses, the application of the PBFM system is difficult. A typical flight-research vehicle will

have quite a large number of low-frequency channels (for example, 0-20 Hz), a much smaller number of
medium frequency channels (for example, 0-400 Hz) and a small number of reasonably high-frequency
channels (for example, 0-2,000 Hz). This channel distribution will vary, depending on the nature of

the research program, but it is certainly true that few vehicles have channel frequency response
requirements that are distributed like the PBFM system channels. In a dynamic sense, PBFM data from
one channel of the group can not be time-corrected to data on another channel of the same array unless
the low-pass output filters for the two channels are matched. This follows, since otherwise each channel

has a different filter time-delay.

The limitations associated with PBFM systems have caused many of these systems to be replaced with

PCM systems for low- and medium-frequency data and CBFM-type FDM systems for high-frequency data. Fre-
quency response higher than 0 to 8 kHz of the IRIG nominal constant-bandwidth FM "C" channels of Table 6
are usually handled by other means (for example, see Sec. 6 for information on magnetic tape recorders).

Table 5 has both "Nominal frequency response" and "Maximum frequency response" columns. The nominal

frequency response corresponds to a deviation ratio of 5. The deviation ratio of a channel is defined
as one-half of the VCO deviation frequency divided by the cutoff frequency of the discriminator output
filter. The maximum frequency response corresponds to a deviation ratio of I. In general, the rms

signal-to-noise (S/N) ratio of a given channel varies as the 3/2 power of the deviation ratio used with
that channel. Some of the IRIG studies indicated that subcarrier deviation ratios of 4 produced data

channel S/N ratios of about 2% rms; deviation ratios of 2 produced S/N ratios of about 5% ms; and at a
deviation ratio of I, some channels showed peak-to-peak errors as high as 30%. Reference 34 warns that

these S/N ratios were evolved from specific test conditions and may not be representative of a particular
test or particular equipment; however, they demonstrate the desirability of keeping the deviation ratio
high, say near 5. An engineer who must understand the various ways to optimize the IRIG FM systems
should read Refs. 34 and 35.

5.2.2 Constant-Bandwidth FM-Type FDM Systems

It has already been mentioned that constant-bandwidth FM systems have become popular because they

complement the PCM-type data-acquisition system for high-frequency channels. The IRIG standards for
constant-bandwidth FM (CBFM) subcarrier channels are listed in Table 6. As can be seen, there are three

groups of standard channels: A, 8, and C. In the CBFM specifications, the three types of channels can
be mixed if an appropriate separation of channels is maintained. PBFM and CBFM subcarrier oscillator
modules can also be intermixed under the same conditions.
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Thenominalandmaximumfrequencyresponseshavethesamemeaningasfor PBFM:nominalcorresponds
to adeviationratioof 5andmaximumcorrespondsto adeviationratioof i. All commentsin thepre-
cedingPBFMsectionondeviationratioapplyto this sectiononCBFM.It is nottruethatall the
CBFM(orPBFM)channelscanbeusedin aparticularapplication.Thetelemetrytransmitterormagnetic
taperecorderfrequencyresponsemaynotpermittheuseof someof thehigher-frequencysuhcarriers.
Also,variouscontrolfrequenciesareofteninsertedintothefrequencyspectrumandlimit theuseof
adjacentchannels.
5.3 TIME-DIVISIONMULTIPLEXING

Tablei0.I in Ref.I lists threetime-divisionmultiplexing(TDM)techniquesapprovedbyIRIG
standards:pulse-amplitudemodulation(PAM),pulse-durationmodulation(PDM),andpulse-codemodulation
(PCM).SinceRef.I waspublished,PDMhasbeendeletedfromtheIRIGstandards(Ref.34),a resultof
its lowutilization. PAMandPCMwill thusbethetwoTDMsystemsdiscussedin this text.

In TDM,datafrommanychannelsaresampledat specifictimesandstoredsequentiallyin timeslots
of periodT, asshownin Fig.92. Obviously,somemethodmustbeincorporatedintothestreamof datato
permitthedatauserto identifythelocationof anindividualchannel.Thisis accomplishedbymeansof
aframe-synchronizationtechnique.Someframe-synchronizationtechniquesusedatastringsthatarenot
permittedin anormaldata-streamsequence.Anexampleof this typeof frame-synchronizationwordwill
bediscussedlater in this sectionfor thecaseof return-to-zeroPAM.

Anothermeansof generatingaframe-synchronizationwordis to generatea seriesof wordsthatcould
actuallyoccurin thedatasequence.Thistypeof synchronizationcodewill beillustratedfor the100%
dutycyclePAMsystemandfor PCMsystems.Thislast typeof synchronizationtechniqueusuallyrequires
moretime-slotperiodsto avoiderroneoussynchronizations.It mustbenotedin this casethat it is
possiblefor actualdatato formsuchasequence;however,it is notprobablethatthedatawill hold
this sequencefor anylengthof time.

Theframesynchronizerinitially searchesfor apatternthatcorrespondsto theframe-synchronization
pattern,synchronizesitself to this sequence,andusesthis framesynchronizationlocationto reference
eachgivendatachannelandto reconstructtheoriginaldata. If theframesynchronizershouldinitially
"lock"ontoa datapulsesequencethat hasthesamecharacteristicsasthesynchronizationword,erro-
neousdata-channellabelingwouldresultuntil thedatachangesandtheframesynchronizerwereforcedto
searchfurtherfor thesynchronizationword.Oncetheframesynchronizerhasacquiredtruesynchroniza-
tion, it canholdsynchronizationeventhoughanoccasionalsynchronizationwordis damagedbynoise.
Thelongertheframesynchronizationword,thelesslikely it is thatadatawordsequencewill matchthe
framesynchronizationword;however,thelongersynchronizationwordobviouslyusesupavailablesystembandwidth.

Referringto Fig.92,if n (thenumberof dataslots,eachof durationT)were95andtheframe
synchronizationwordutilized5additionaltimeslotsTandif 95differentdatachannelsweresampled
eachandeveryframe,themaximumdatafrequency(assuming5samplesperhighestinputdatafrequency)
of eachinputchannelwouldbecalculatedasin thefollowingexamples:If theperiodof eachdata
channelwereTandequalto 10-4sec,thetimeto completetheframe(95datawordperiodsplusfive
synchronizationperiods)wouldbelOOTor10-2sec. It hasbeenstatedthat5 samples/cyclearedesired
to accuratelyreconstructthehighestfrequencyin theinputdata;therefore,in this casefive frames
arerequiredfor eachcycleof theinputfrequency.Thiscorrespondsto a maximumdatainputfrequencyof 20Hz.

Supercommutationcanbeusedto achievehigherfrequencybandwidths.Supercommutationinvolves
samplinga datachannelmorethanoncein eachframe.Asupercommutatedchannelshouldbesampledsym-
metricallythroughouttheframe.Toillustrate, asin thepreviousexample,whenthefirst fivetime-
periodsaredevotedto theframesynchronizationandit is desiredto haveachannelwitha200-Hz
frequencyresponse,thedatachannelcouldbesupercommutatedbysamplingit at timeperiods6, 16,26,
36,46,56,66,76,86,and96. In this case,thedataaresampledI0 times/frame,andusingthesame
samplingruletheinputchannelnowhasafrequencyresponseof 0to 200Hz. Notethat increasingthe
basicbandwidthof asinglechannelbyI0 usedup10%of thetime-slotavailablein eachframe.

Subcommutationcanbeusedto samplelow-frequencychannelsfromoneor moreof thebasicframe
time-periods.Toillustrate, if time-slot7 in theaboveexamplewereconnectedbymeansof addi-
tional switchesto I0 data-inputchannels,whichin turnweresequentiallysampledoverI0 frames,
thefrequencyresponseof thesubcommutatedwouldbeI/I0 thebasicframecapabilityof 0to 20Hzor
0to 2 Hz. Unlikesupercommutation,subcommutationrequiressomeformof a subframesynchronization
to identifywhenthesubframesequencestarted.Themostpopularsubframesynchronizationtechnique
is thesubframecounter,whichmaintainsthesubframeidentificationthrougha counterin oneof the
mainframedataslots.

5.3.1 Pulse-AmplitudeModulationTDMSystems
Figures93aand93billustratetwopulse-amplitudemodulation(PAM)formats.Theseformatsaretaken

fromtheIRIGstandards.ThePAMformatshownin Fig.g3aprovidesadditionaltiminginformationwhich
canbeusedto createasystemclock. Thedataareavailablefor half theperiod,andduringtheother
half areclampedat apositioncorrespondingto 0%offull-scale(F.S.)pulseswing.Thistypeof system
is self-clockingbecauseclockfrequency,I/T, is generatedat everydatachannelposition. In this
case,theframe-synchronizationwordis recommendedtobe2T-seclong,thatis, 1.5periodsat full-scale
followedbyahalf-periodpulseat 0%of full-scaleoutput.



Thisframesynchronizationis auniquewordandit has no possible equivalent, legitimate duplicate

in the data word sequence. All data time-periods are composed of a pulse height which is proportional to
the data amplitude at a given time for one half the data period, and a 0% of full-scale pulse amplitude

for the other half of the data period T. However, the frame-synchronization word has three consecutive
data half-time-periods (3T/2) that are full-scale, an unallowed sequence for any other portion of the frame.

The format for Fig. g3a is called a return-to-zero PAM format (RZ PAM). Because it has a low dc
spectral content, RZ PAM is mainly used for direct recording on magnetic tape recorders (see Signal

Conditioning for Magnetic Tape Recorders in Sec. 6). For a given recording period T, this format
requires about twice the frequency bandwidth of the format shown in Fig. 93b. Thus, if the special

features of the RZ PAM format are not required, for example, when the output is directed to a telemetry
transmitter, then the format of Fig. g3b would usually be used.

In Fig. 93b, the frame synchronization has been selected to be 5 time-periods long (5 T sec).

First, a time-period T at an equivalent of zero input, then 3 time-periods of 100% of full-scale input,
and then a time-period of 50% of full-scale input. This kind of frame synchronization is not unique in
that an actual data sequence can produce the same pattern. Usually, this is only important on starting

the synchronization process, since it is unlikely that the data would hold this sequence very long; how-
ever, non-unique frame-synchronization sequences are usually longer in order to reduce the probability of

this happening.

As mentioned in Ref. I, PAM is a good system when moderate accuracy is required. Since the data are
stored as amplitude information, they are sensitive to electrical noise. If the PAM is used to drive,
for example, an FM telemetry transmitter or an FM subcarrier such that high deviation ratios are achieved

in the transmitter or subcarrier, the result is called PAM/FM, and from that point on has good noise immu-
nity. PAM systems suffer from aliasing, just as do all TDM systems (and FDM systems).

5.3.2 Pulse-Code Modulation TOM Systems

Pulse-code modulation (PCM) has become very popular since economical, digital integrated circuitry

became available. Two of the major reasons for its popularity are (I) the digitized data words are

highly resistant to noise contamination, and (2) a PCM format can easily be interfaced with a digital
computer. Another reason for its popularity is that it is one of the few multiplexing techniques that
can efficiently handle data with a wide range of accuracy. For example, two-position data, such as switch

positions, and very-high-accuracy data can both be accommodated by most modern PCM systems. Deep-space
vehicles usually use PCM because of its excellent noise immunity characteristics. Ordinary flight-test
vehicles gain from the fact that unlike PAM, which deteriorates directly as a function of the noise added

to the channel, PCM is relatively immune to noise until the noise approaches a level that can alter the
states of the serial bit sequence.

All PCM systems can be interpreted as being initially PAM systems in which the amplitude modulated

data are later digitally encoded. A straight binary code is usually used to encode the analog signal
(see Force-Balance Transducer Signal Conditioning in Sec. 4; also Table 4). A "zero" in Table 4 could

indicate the maximum negative input to be a telemetry transmitter, and a "one," a maximum positive input.

A PCM system typically has two or more different digital code outputs. The IRIG standard of Ref. 34
recognizes eight different digital code formats (Fig. 94). The first three code formats are usually used

with telemetry transmitters. The remaining five codes are mainly used with direct-record magnetic tape
channels. Therefore, in actual practice a PCM system might have a serial NRZ-L code (also called
straight binary) for the transmitter, a serial OM-M code for the tape recorder input, and a parallel out-

put code for a low-speed tape recorder. The advantage of a parallel output for a tape recorder is that
for example, a lO-bit PCM can have the digital code read out on I0 different tape channels, that is,
space multiplexed, and thus be able to use a tape speed that is i0 times slower than required for the

same PCM serial output. Head-alignment precision limits this technique in practice to less than the fac-
tor of I0 theoretical improvement.

Optimum PCM frame-synchronization patterns can be constructed by referring to various articles on the
subject, for example, Ref. 36. Table 7 was reproduced from the IRIG standards (Table C-I of Ref. 34); it

lists synchronization pattern lengths from 7 to 30 bits in length. These patterns were derived from the

techniques of Ref. 36: "These patterns were determined by examining all 2n binary patterns of a given
length n for that pattern with the smallest total probability of false synchronization over the entire

pattern overlap portion of the ground-station frame synchronization." (Ref. 34). As an example, a

frame-synchronization pattern with 30 bits, or n = 30, would have roughly I0 g possible patterns. To

design such patterns by intuition will hardly produce optimum results.



TABLE7.--OPTIMUMFRAMESYNCHRONIZATIONPATTERNSFORPCMTELEMETRY
Pattern
length

7
8
9

I0
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
3O

Patterns
1011000
101110O0
101110000
ii0 1110000
101101110O0
Ii0 i01I00000
iii 010ii0 0000
Iii 001i01000O0
IIi 011001010000
iii 0101110010000
Iii I00II0 I01000O0
111i00II0 i01000000
111ii0 0110010100000
iii 011011II0001000O0
iii 011101001011000000
Iii i00ii0 II0 I010000000
111I01011I00II0 I00000O0
iii Ii0 I01iii 001i00I00000
Iii Ii0 010ii0 III 000i000000
III II0 I00II0 I01I00010000O0
111II0 IOl101001I00110000000
Iii I01011110010II0 0110000000
111i01011Ii0 011001I01000000O0
iii Ii0 101iii 001i00II0 i00000000
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5.4 TIME CORRELATION OF MULTIPLEXED DATA

As was noted earlier, rigorous time-correlation of data in PBFM systems requires compensation for the

different output filter time delays. This also affects CBFM channels when different bandwidth options

are used to record data that must be tightly time-correlated.

TDM, as usually implemented, also requires special consideration when close time-correlation is

required between channels. From Fig. 92, it can be seen that the typical TDM system samples the data

channels sequentially between each synchronization word. Data reconstruction is usually perfomed

assuming that all data were sampled simultaneously at either the beginning or the end of each frame of

data. This means that a time-correlation error sequentially accumulates from either the first or the

last channel in the frame.

When TDM systems require very precise time-correlation, the engineer must be aware of this limitation

and compensate for its effect. The most popular approach is to modify the data reconstruction technique

to account for the time-skew between samples. In some cases, it is necessary to "create" pseudosample

data values between the actual samples to give the effect of simultaneous sampling. The intermediate

sample values are created using interpolation. The most accurate compensation technique is to add a

hardware module to the PCM system which performs a "sample-and-hold" operation to simultaneously sample

all the critical data and sequentially place the data in the frame in the usual way.

The important point to recognize is that the signal-conditioning process introduces an interchannel,

variable time-delay which affects both the relative and absolute timing of the reconstructed data.

Various time-compensation techniques are available to correct this timing error.

5.5 REMOTE MULTIPLEXING

Traditionally, the signal conditioning for flight-test data-acquisition systems has been located in

one central, easily accessible location. Much of the other instrumentation equipment, such as power

supplies, tape recorders, transmitters, and junction panels, is usually in the same area. The trans-

ducers are located throughout the aircraft where required and the associated wiring is routed from them

through the aircraft to this central location for the multiplexing operation, that is, central multi-

plexing. When flight-test programs are changed, a frequent occurrence on most flight-test vehicles, many

persons require simultaneous access to this central area; thus gaining physical access to the signal-

conditioning equipment often becomes a limiting factor in flight schedules.

Another restriction with the central-multiplexing approach is associated with the signal wiring.

On large vehicles, signal wiring runs of up to 50 m are not uncommon. Analog signal wiring is prone to
noise contamination, and long wiring runs are particularly susceptible to the introduction of unwanted

noise. It is therefore desirable to design an instrumentation system with analog signal wiring runs no

longer than absolutely necessary. Shorter wiring interconnections will substantially improve the data

quality from a data-acquisition system. On vehicles instrumented with a large number of data channels,

the massive wire bundle at each junction panel makes these junction panels difficult to modify or repair.

In many situations, the modification or repair of a connector will cause damage to adjacent connector

junctions that goes undetected until a failure occurs during a preflight check or during an actual

flight. Needless to say, this situation should be avoided.
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Remote multiplexing is an approach to data-acquisition-system design that minimizes the above dif-

ficulties. In this approach, the multiplexing or encoding function is distributed among several sites in
the vehicle. The remote sites are then connected to the central location by serial communication links,

which supply the multiplexed data to a system controller and exchange control and sequencing information.
The distributed remote-multiplexing sites afford ease of access compared with the central multiplexing

approach. In addition, the wiring of the aircraft is substantially simplified. Far fewer signal wires
are terminated at each remote site than in the central multiplexing approach. Fewer terminations
translate to smaller junction panels and to simpler termination with smaller wire bundles. The serial

communication wiring between each remote site and the central controller requires only a few conductors
for its operation. Thus, the wiring is minimal between the remote sites and the central controller.

When remote multiplexing is used, spare capability can be included to accommodate both the planned

and unknown changes that will be made to the program during its lifetime. As the needs of the program
change, different multiplexing sequences (formats) are developed to optimize the data acquisition for
each program phase. In modern systems, these format changes are accomplished largely through system

software modifications. This approach greatly reduces the need for access to the multiplexing system and

fosters rapid response to new program requirements.

For most types of multiplexing, the multiplexed or encoded data are protected from the introduction
of the common kinds of noise contamination. Therefore, the communication links between the remote sites

and the central location are protected from noise contamination. Thus, the remote-site arrangement mini-

mizes the analog-data signal wiring length and, in turn, the noise contamination. The remote multiplexers
serve as multiple data acquisition sites and therefore reduce the number of signal connections required

at each site, thereby minimizing the difficulty with the junction panels.

Remote PCM multiplexers are the most common, and they have demonstrated significant advantages. In
one case, the McDonnell-Douglas Aircraft Company reported savings of 88% in the wiring of a large commer-

cial transport data-acquisition system (Ref. 37). With this reduction in wiring length go the associated
reductions in installation costs, wiring costs, and wiring weight. Substantial payoff from the remote
multiplexing approach is realized on systems with more than 150 parameters.
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_Jl "

"0"
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"O"

"1'"

"0'"

"1 '"

"0"

"1 "

"0"

"1 "
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"1 "

"O"
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Figure 94. Code definitions for pulse-code modulation, recognized by IRIG standards

(Ref. 34)
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6. SIGNAL CONDITIONING FOR AIRBORNE SIGNAL TERMINAL DEVICES

The definition of signal conditioning taken from Ref. i and used in Sec. I of this text excludes

signal-terminal devices; however, specific signal-terminal devices often require special signal con-
ditioning to interface effectively with the airborne data-acquisition system. This section covers

those interfacing requirements to the extent required to provide insight into why the special interface
is needed.

Chapter 9 in Ref. 1 provides an overview of all the data terminal devices discussed here (except the
telemetry transmitter); it also lists the characteristics of these data terminal devices.

6.1 SIGNAL CONDITIONING FOR MAGNETIC TAPE RECORDERS

Most of the major flight-test programs use an airborne instrumentation magnetic tape recorder as the
prime flight-test data recording device. Even if the data are also telemetered, the quality and con-
tinuity of the on-board tape recorder data are normally the best available. In some cases, however,

weight, size, or cost considerations preclude using a tape recorder.

A thorough review of tape recorder characteristics is undertaken in Ref. 38. A more recent review of
the state of the art of magnetic tape recording and of anticipated improvements is presented in Ref. 39.

Magnetic tape recorders have three recording modes: (1) direct recording, (2) wideband-FM recording,

and (3) digital recording. These techniques and their special input signal-conditioning requirements will
be covered in the following sections. In the subsequent discussion, IRIG tape recording standards are
used in the examples. In addition to the IRIG standards, the German DIN recording standards are inter-

nationally recognized. The DIN 66 210 standard, for example, addresses direct and FM recording on instru-
mentation magnetic tape. The DIN 66 224 standard covers PCM recording on instrumentation magnetic tape

recorders. Other DIN standards exist and are widely recognized.

6.1.1 Direct-Recording Signal Conditioning

Figure 95 taken from Ref. 38, shows the major contributors to the basic direct-record/playback fre-

quency response. The important part of this figure is curve E, which is the summation of curves A-D and
is therefore the overall reproduce-head-output curve produced by an equal-amplitude sinusoidal input to

the record head. The frequency-response characteristic of the direct-record mode is overwhelmingly
influenced by the tape recorder head-gap loss (curve B) and the reproduce-head response (curve A).

Curve A of Fig. 95 reflects the nature of the reproduce head, which can detect only the time rate of

change of the magnetic flux recorded on the tape. Thus, it is apparent that a steady-state magnetization
cannot be detected by the reproduce head. The record head does magnetize the tape to a flat frequency

response limited at high frequency by the head-gap separation.

The magnetization process has inherent nonlinearity and hysteresis. These are suppressed by the addi-
tion of an ac bias current superimposed on the data. This bias current is typically at a frequency 3 to
10 times higher than the channel bandwidth. This process for linearizing response through the use of ac

bias is complex and not well understood.

Where the input frequency spectrum is not known, as is the case for most flight data channels, the

correction for curve E of Fig. 95 is obtained by using a reproduction amplifier that compensates such
that t_e resultant output is flat to within ±3 dB, as tabulated in Table 8. These are the IRIG direct-
record s_pecifications (Ref. 34). Note that in no case is a steady-state signal output possible. This

direct mode of recording has the lowest signal-to-noise ratio of the three recording techniques, typi-
cally 25 dB on wideband recorders and 40 dB on intermediate band recorders. However, this mode also has

the highest recording densities of the three recording techniques. As long as the lack of a steady-state
response and the low signal-to-noise ratio can be tolerated, the direct-record mode is a good choice.

TABLE 8. - IRIG DIRECT-RECORD BANDWIDTHS

Tape speed

mm/sec in./sec

47.6a (I 7/8)

95.2 (3 3/4)
190.5 (7 i/2)

381.0 (15)
762.0 (30)

1,524.0 (60)
3,048.0 (120)

6,096.0 a (240)

aThese speeds are an

Pass Band ±3 dB

Intermediate band, Hz Wideband, Hz

100-9,380
100-18,750
100-37,500

100-75,000
200-150,000

300-300,000
300-600,000

400-31,250
400-62,500

400-125,000
400-250,000
400-500,000

400-1,000,000
400-2,000,000

800-4,000,000

_xtended range of operation for wideband

systems which may be supported at the option of individual
flight test ranges. This information was taken from Ref. 34.

Proportional-bandwidth and constant-bandwidth FM (PBFM and CBFM) subcarrier oscillators (SCO) with

center frequencies such as those shown in Tables 5 and 6 can be recorded on these direct-record channels,
with each subcarrier set at equal amplitude. If each SCO has a deviation ratio of 5, the individual
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channelsarerelativelyimmuneto thenoiseonthedirect-recordchannels.AscanbeseenfromTable8
theuseof varioustapespeedsandoneof theintermediateorwideband-typetaperecordersallowsacon-
siderablechoiceof IRIGFMchannelsto berecorded.

SincetheIRIGdirect-recordspecificationspermitseventrackheadsfor 12.7-mm(O.5-in.)tapeand
14or 28tracksfor 25.4-m(I-in.) tape,quitea numberof FMchannelscanberecordedononetape
recorder.AppendixEof Ref.34,lists tapeheadformatsapprovedbytheInternationalStandards
Organizationwhichpermit28and42tracksona25.4-mm(I-in.) tapeand14or 21trackson12.7-mm
(O.5-in.)tape.
6.1.2 Wideband-FMRecordingSignalConditioning

Wideband-FMrecordingusesasingleFMSCO,asshownin Fig.96. Inthis typeof taperecorder,as
canbeseenfromTable9, theinputdatahaveasteady-stateresponse.Thewideband-FMrecordingtech-
niquealsohasthebestsignal-to-noiseratioof thethreerecordingmodes,typically50dBonIRIG
intermediatebandand35dBonwidebandrecorders.TheIRIGspecificationslist theresponseat band
limits as±I dBonintermediateandwidebandGroupI recorders.Thisimprovedlinearity, immunityto
noise,andfrequencyresponsedownto steadystatehasbeenachievedbysacrificingbandwidth.

Whentapeimperfectionsproducewhatis termeda dropout,thereproduceddatasignalamplitudedrops
to zeroin thewidebandFMrecordingmode.Unlesstheground-stationdiscriminatorcancompensatefor
this effect,wideexcursionscantakeplacein thedataoutput.

TABLE9. - IRIG-INTERMEDIATE AND WIDEBAND FM RECORD PARAMETERS

Tape speed, mm/sec (in./sec)

Intermediate- Wideband
band FM FM

Center

frequency,
kHz

Group

Carrier

Deviation limits

Plus Minus

deviation, deviation,
kHz kHz

Modulation

frequency
kHz

47.6 (I 718)
95.2 (3 314)

190.5 (7 I12)
381.o (15)
762.0 (30)

1,524.0 (60)

3,048.0 (120)

47.6 (i 718)

95.2 (3 314)
190.5 (7 I12)
381.o (15)
762.0 (30)

1,524.0 (60)
3,048.0 (120)

3.375

6.750
13.500
27.000

54.000
108.000

216.000
432.000

4.725
9.450

18.900
37.800
75.600

151.200
302.400

604.800

2.025
4.050
8.100

16.200

32.400
64.800

129.600
259.200

0 to 0.625

0 to 1.250
0 to 2.500
0 to 5.000

0 to 10.000
0 to 20.000

0 to 40.000
0 to 80.000

47.6 (I 718)
95.2 (3 314)

190.5 (7 1/2)
381.0 (15)

762.0 (30)
1,524.0 (60)
3,048.0 (120)

6,096.0 (240)

Group I!

14.062

28.125
56.250

112.500

225.000
450.000
900.000

1,800.000

18.281

36.562
73.125
46.250

192.500
585.000

1,170.000
2,340.000

9.844
19.688
39.375

78.750

157.500
315.000
630.000

1,260.000

0 to 7.810

0 to 15.620
0 to 31.250

0 to 62.500
0 to 125.000

0 to 250.000
0 to 500.000

0 to 1,000.000

When frequency responses higher than those available on CBFM channels are required, wideband-FM

recording techniques would be applicable. The wideband-FM tape recorder requires no specific signal con-
ditioning for typical inputs. In some cases the FM SCO records in the saturation mode instead of the

bias signal mode. In general, the bias signal mode provides better performance but may cost more ini-
tially owing to its more complex airborne hardware.

6.1.3 PCM-Recording Signal Conditioning

As discussed in Sec. 5, both frequency-division and time-division multiplexing (FDM and TDM) can be

used to place many channels on a limited number of terminal device channels. Obviously, FDM can be used

with both the previous tape recording techniques. What is not so obvious is that the TDM technique can

be used with both of the previous recording modes. TDM system outputs can be recorded using any of the
recording modes.

When PCM data are recorded on an FM subcarrier, they are identified as PCM/FM. The IRIG standards

(Ref. 34) specify that the subcarrier channel shall be chosen such that the maximum frequency response
of the channel, as shown in Tables 8 and 9, is greater than the reciprocal of twice the shortest period
between transitions in the PCM waveform. When recording PCM data on an FM subcarrier, the subcarrier has

steady-state response, so PCM code formats such as NRZ-L shown in Fig. 94 may be accommodated.

Signal conditioning for PCM data in the direct-record mode requires optimizing the coded data

spectrum to curve E shown in Fig. 95. This means tailoring the bandwidth and frequency response.
Tailoring the PCMdata perfectly to the curve of Fig. 97 is not feasible since general scientific data
conforms to no fixed spectrum. However, it is possible to match the characteristics in a statistical

way. When PCM formats are recorded in the direct-record mode using bias current or in a head-saturation
mode, that is, with no bias current, the lack of a steady-state response in these modes must be taken
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intoconsideration.Figure97is themuchpublicizedfigurethat illustratesnormalizedpowerdensities
for threedifferentPCMcodetypesasa functionof normalizedfrequency.Ascanbeseenfromthis
figure,thepowerspectraldensityof theNRZcodecontainsa significantamountof steady-stateinfor-
mationwhichmakesit unsuitablefor directrecordingonmagnetictape. TheBI¢-L(Manchester)codehas
anidealsteady-stateresponse- zerofrequencycomponentsat zerofrequency- butrequiresamuchwider
bandwidththantheNRZcode.Thedelaymodulation(Miller)codehasverylittle of its powerspectral
densityat dcandverylittle informationbeyondthenormalizedfrequencyof i, whichmakesit thecodeof
choicefroma frequencyspectrumstandpoint.

Threeadvancedhigh-densitydigital recordingcodes,whichoptimizethecode-to-the-taperecorder
direct-recordcharacteristicsandsimultaneouslyconservebandwidth,aredescribedin Ref.39. These
techniquescanachievebit-packingdensitiesof theorderof 13,000bits/cm(33,000bits/in.). Those
listedaretheMillersquared(M2) codebyAmpex,EnhancedNRZbyBellandHowell,andRandomizedNRZby
Sangamo/Weston-Schlumburger.Reference39alsodescribesa newcodingtechniquethat shapesthe
spectrumandprovidesforwarderrorcorrectionwithlittle additionalbandwidth(lessthan10%).This
techniqueclaimsa bit-packingdensityof 26,000bits/cm(23,500informationbits/cm).Noneof these
last fourencodingtechniquesis standard,andall requirespecialelectronicprocessingto implement.
Oneof theseadvancedcodingtechniquesmaybecomeastandardof thefuture.

Theart of high-densitydigital recordingis presentlyadvancingrapidly. Fortunately,mostflight-
test data-acquisitionsystemsdonotpresentlyrequiretechniquesmoreadvancedthantheIRIGstandards.
Formostflight-testprograms,themainadvantagesof thebetterpackingdensitiesis longerrecording
time,buta reductionin overallrecordingsystemvolumeis anaddedanticipatedfuturebenefit.

TheIRIGstandardshavespecialspecificationsif it is desiredto performparallelPCMrecording.
Parallelrecordersuse25.4-mm(i-in.) tapeandhaverecordheadswith14or 28tracks. ParallelPCM
recordingcannotachievethehighbit-packingdensitiesof serial-direct-recordtechniques,butit can
significantlyreducetapespeeds.Parallelrecordersrequireprecisetapeheadalignment,andat high
bit-packingdensitiesdatadecodingoftenprovesto beextremelydifficult. SinceairborneparallelPCM
magnetictaperecordersarenotpresentlyin commonuse,theyarequiteexpensive.

Manyengineersnewto flight testingwonderwhytheon-boardtapesarenotmadetruly computercom-
patiblefor optimumdatacompatibility.Theground-basedandtheairbornesystemsarequitedifferent,
andtheyareoptimizedfor differentpurposes.Flight-testmagnetictaperecordersmovethetapethrough
themachineat a constantvelocity,recordthedatainacontinuousstream,andhavebit errorratesof
aboutI in 106. Ground-basedcomputertapesaretypicallyrecordedin blocks,startingandstoppingthe
tapeasrequired,andexhibitbit errorratesof theorderof I in i0II. Toachievethis lowerrorrate,
ground-basedcomputertapesarerecordedat substantiallylowerbit-packingdensities.Thehighest
computer-compatible-typetapepackingdensitiesarewellbelowthoseencounteredonairbornemachines,
thusrequiringmoretapefor a givenapplication.Tapeweight,tapecost,andrecordingtimearevery
importantfor airborneapplications;asaresulttheuseof airbornecomputer-compatibletaperecorders
in flight-test applicationsis severelylimited.
6.2 SIGNALCONDITIONINGFORTELEMETRYTRANSMITTERS

Transmissionof flight-testdatato thegroundbymeansof telemetrytransmittersis averyimportant
flight-test technique.Telemetrytransmitterscostless,weighless,andaresmallerthanon-boardtape
recorders;therefore,theyareoftenusedastheprimesourceof flight-testdata. Intheaircraft
environment,availablepower,andallowableweightmaydictatetheuseof a transmitter.Onscale-model,
unmannedflight-testvehicles,telemetrymaybetheonlyrealisticmethodof flyingthevehicleand
acquiringdata. Telemetrytransmittersarefrequentlyusedasa backupto on-boardrecording.Major
telemetryapplicationsincludereal-timeflight-testmonitoring,controlof hazardousflight-test
programs(suchasflutter clearancetesting),dataup-links(suchasusedfor pilot displays),andfeed-
backfor closed-loopflight-controlsystems.Asa resultof theirmanyapplications,telemetrytransmit-
ters areoneof themostfrequentlyencounteredairbornedata-terminaldevices.

Availabletelemetrytransmissionfrequenciesaremuchsoughtafterbyvarioustestingorganizations.
Thisdemandoftenforcestheavailablechannelsto besharedwithothervehicles,whichprecludes
simultaneousflightsandrequiresclosecoordinationof flight schedules.All frequenciesmustbe
justified, andbandwidthrequirementsnecessaryto transmitvideopicturesmayrequireextensivejustifi-
cation. Thefrequencydeviationmustberestrictedto avoidinterferencewiththeadjacentchannels.
Inputamplitude-limitingandfrequencybandwidth-limitingfor FMtransmittersarethemostcommoncon-
ditioningtechniqueusedto avoidinterference.

Frequencymodulationis themostoftenusedof themanypossiblemodulationtechniques.Amplitude-
modulationandPMtransmittershavesomedistinctadvantagesin manyapplications(seeChap.11of
Ref.40)butFMis almostuniversallyusedbecauseofits widespreadavailability. Unlessotherwise
specified,it will beassumedthatanFMtransmitteris beingusedin all applicationsdescribedin this
volume.FrequencymodulationandPMtransmittersaretheonlytypesof standardtransmittersrecognized
in theIRIGstandards.Mostapplicationsrequirethedatato bemultiplexedat thetransmitterinputby
eitheranFDMoraTDMsystem.

Thefrequencybandwidthof anFMsystemis a functionnotonlyof theinputfrequencybandwidthbut
alsoof thesignalamplitude.Aspectrumanalysisofthetransmitteroutputshouldbeusedto ensure
thatthe input-signalamplitudeis adjustedcorrectly;otherwise,adjacentchannelswill bedistorted.
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6.2.1 FM/PMPre-Emphasis

Thereis considerableemphasisin theliteratureonhowto achieveanoptimumpre-emphasisof sub-
carrieroscillators.Pre-emphasisis desirablebecauseasthereceivedsignalavailableto theground
stationis reduced,the informationoncertainsubcarrierscanbedamagedorevendestroyedbynoise
whilethe informationontheothersubcarriersin thesametransmissionis still acceptable.Optimum
pre-emphasisis definedasagroupingof subcarrierssuchthatthermsvoltagesof theundeflectedcarrier
frequencieshavebeenadjustedsothatasthereceivedsignalis reduced,all subcarrierchannelsare
simultaneouslyextinguishedbynoise.

It is theauthors'opinionthatmanyengineersinvolvedin flight testingatmosphericresearch
vehiclesplaceundueemphasisonreceiverthreshold.In asituationin whichthevehicleantennaand
theground-stationantenna(particularlya high-gainground-stationantenna)areessentiallyin line-
of-sightcontact,thestandardtelemetrytransmittercustomarilyachievesgoodreceiverquietingeven
withrelativelylowtransmittedpower.Whenthereareobscurationsbetweenthetwoantennas- the
horizon,amountain,or themetalstructureof thevehicle- the signal at the receiver is usually
below the receiver threshold no matter how much power the vehicle transmitter is radiating. Most

low-signal inputs to the ground-station receiver are not indicative of an extended gradual weakening
of the signal, but instead are indications of a rapid approach to signal extinction. (This is not
true in deep-space applications, where the signal can become very weak, and where optimized subcarrier

pre-emphasis is desirable.) When the signal path is direct line of sight, the effort required to adjust

the various oscillator levels to the proper levels for optimum pre-emphasis may not be worthwhile. On

the other hand, when one expects to be working with marginal receiver signals for a considerable por-
tion of the flight-test program, pre-emphasis may be required. Even when pre-emphasis is required, var-
ious alternatives may make the task easier, as will be explained.

The IRIG specifications (Ref. 34), apply to both PBFM and CBFM types of FDM systems, as well as to

FM and PM transmitters, which creates the four basic combinations of FDM transmissions (PBFM/FM, PBFM/PM,
CBFM/FM, and CBFM/PM). In addition, there are many combinations that intermix the various PBFM and CBFM

subcarriers. Reference 40 covers the preemphasis of these combinations in detail. The relationships
governing the modulated amplitudes for four basic combinations are given below.

I. Proportional-bandwidth FM/FM:

Aj : (fj/fo)3/2 Ao (67)

2. Proportional-bandwidth FM/PM:

3. Constant-bandwidth FM/FM:

Aj = (fj/fo)i/2 A o (68)

Aj = (fj/fo) Ao (69)

4. Constant-bandwidth FM/PM:

Aj = A o (70)

In these equations, Aj is the amplitude of the unmodulated subcarrier center frequency of chan-

nel j, and fj is the center frequency of this same channel j; Ao and fo are the amplitude and frequency,

respectively, of the base channel in the subcarrier array. As can be seen from these equations and
from Fig. 98, the optimum pre-emphasis schedule varies markedly for the four examples given. The easiest

to implement is the constant-bandwidth FM combined with a PM transmitter (CBFM/PM). In this case, all

the subcarrier oscillator output voltages are set to the same amplitude (see the appropriate curve in
Fig. 98c). In the IRIG CBFM/FM combination, the pre-emphasis varies directly as the frequency, and an

IRIG CBFM "A" channel amplitude would vary directly as the ratio of the frequencies. For example, if
the subcarrier output of channel IA were I0 mV, then channel 21A would be set to 110 mV. Likewise,
if a 25-channel PBFM/PM system were implemented with channel I set at 10 mV, then channel 25 would be

optimum at 375 mV (Fig. 98b). The optimum pre-emphasis is limited by system dynamic range for a
25-channel PBFM/FM system. In this case, when the subcarrier oscillator output of channel I is set to
10 mV rms, the "optimum" theoretical pre-emphasis schedule requires that channel 25 be set to 524 V,
a preposterous level.

In theory, SCO center-frequency amplitudes for an optimum pre-emphasis schedule for an IRIG PBFM/FM

transmission system are related by a 3/2 power relationship. Unfortunately, when this is implemented for
more than seven or eight consecutive subcarriers, distortion becomes intolerable in the lower-frequency
subcarrier channels. This distortion is caused by the pre-emphasized higher frequency SCOs and appears

as intermodulation products and crosstalk. In results reported by Walter Hane of the Martin Company,
Orlando, Florida, in a 17-channel PBFM system (using channels 2 through 18 of Table 5, the distortion
in the lower channels is about 5%. By using the technique recommended by Mr. Hane, the distortion is

reduced to less than 0.25%. Figure 99 illustrates the technique used by the Martin Company, in which
each SCO is set up with an equal output amplitude. The high-pass filter removes low-band interference

before the high-band and low-band are combined. The pre-emphasis filter then attenuates the array to
the desired amplitude characteristics for low signal inputs to the receiver.

Reference 40 explains the technique to be used when a mixture of the various types of SCOs is used on

one transmitter. The techniques of Ref. 40 could be extended to optimize a group of Scos to any noise
spectrum.
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Oneof thebestwaysof avoidingthesepre-emphasisproblems,especiallyfor PBFM/FM,is bypreserving
thebestpossiblelinearityin thetelemetrylink andbyusingtheminimumpre-emphasis.Lowamountsof
pre-emphasiscanbeused,providedthereceiverinputsignalis sufficientto providegoodreceiver
quieting.

Wheninputsignalsto theSCOhavemuchwidervariationsof inputfrequenciesandamplitudesthanthe
expectednominalvalues,thenoneSCOcanproduceconsiderablecrosstalkin theneighboringSCO.This
crosstalkcanbereducedin severalways.Theuseof sharpcutoffbandpassfilters in theoutputof the
SCOis notrecommendedsincesuchfilters introducelargetimedelaysandtime-delayvariations.A
bettersolutionwhenthesignalinputhasfrequencycomponentsbeyondtheratedcapacityof thechannel
is to usealow-passfilter at the inputto theSCO.Whentheinputsignalamplitudeis expectedto
exceednominallevels,interchannelinterferencecanbereducedbymeansof inputlimiting(thatis,
clippingcircuits). Theuseof a high-passfilter orof a frequency-sensitivemixingnetworkcanalso
appreciablyreducecrosstalkbetweenchannels.
6.2.2 PCM/FMSystems

PCMsystemsuseanoutputformatsuchasNRZ-L(seeFig.94)whichdrivesthetransmitterfrequency
to themaximumdesiredpositivedeviationfor a logical"one"andto themaximumnegativedeviationfor
thelogical"zero." Notethatthereis nolegitimateundeflectedcarriermodefor PCMsystems.Ofthe
codesdefinedbyIRIGStandardsandillustratedin Fig.94,thefirst threecodes,NRZ-L,NRZ-M,and
NRZ-S,arequitesuitablefor inputto a telemetrytransmitter.Thethreebiphasecodescouldbeused,
buttheyrequirealmostdoublethebandwidth,andthelackof dcresponseis noadvantagefor usewith
anFMtransmitter.Thetwodelay-modulation(DM)codeformatswouldseembyvisualinspectionto present
someadvantagesfor FMtransmission;however,RFtransmissionof DMis notconsideredbecauseof a 3.5-dB
signal-to-noiseratiopenaltyrelativeto NRZ(seeRef.34).
6.2.3 Pre-ModulationFilter

In theory,anFMwaveforme maintainsaconstantamplitudewhiledeviatingaboutits centerfrequency
fc in amannerthat is directlyrelatedto theamplitudeandfrequency of the modulating waveform. A

carrier, e = A sin 2_fct , when frequency-modulated by a sinusoidal signal waveform e s = A s sin 2_fst, is
expressed as

e = A sin [2_(f c + D sin 2_fs)t] (71)

In this expression, D is the deviation ratio and is equal to fC/fs. The term fc may be described as

fc : KAs, where K is the modulator deviation sensitivity in Hertz per volt. The important point here is

that fc is a function of the amplitude of the modulating waveform.

When Eq. (71) is expanded, the following is obtained:

k=_

e = AJo(D) sin 2_fct + A _ Jk(D)[sin 2_t(f C + kfs)
k=l

+ (-I) k sin 2_t(f C + kfs)] (72)

where Jk is a Bessel function of the first kind and is a function only of the deviation ratio D. Since k

is summed from I to infinity, the number of sidebands is infinite and their amplitude depends on Jk(D).
This is a very difficult equation to grasp intuitively. Reference 40 contains a curve which shows at

what point all sideband amplitudes are less than i% of the unmodulated carrier. From that curve (shown

in Fig. 100), one can calculate a bandwidth BW, which for most applications is adequate to provide a low-
distortion demodulated waveshape. The engineer must control the maximum input frequency and the maximum

signal amplitude. To limit the maximum input frequency information, engineers often use multipole
Bessel-type filters. If the amplitude is unpredictable, the input may require limiting to prevent
excessive amplitude excursions.

6.3 THE CAMERA

The airborne camera is frequently encountered in flight-test data-acquisition systems. In very small

programs, the photo-panel camera can be an economical way to gather data. Cockpit cameras perform a
multitude of tasks, such as documenting pilot instrument outputs and pilot actions. Externally focused
cameras can record special events, such as positions of various aircraft surfaces, airflow patterns from

tuft patterns, surface flexures, and landing-gear motions. Cameras allow others to "see" and preserve
noteworthy events. Three main types of cameras are in general use: the pulse or cine low-frame-rate
photographic camera, the high-speed photographic cine camera, and the television camera.

6.3.1 Photographic Camera

Photographic cameras allow the ground observer to "see" the desired data, but if a more complex data

reduction is required, substantial data translation is necessary. For example, when a detailed documen-
tation of the photo-panel data is required, a tedious and time-consuming data conversion is necessary.

Most applications require compensation for variable illumination. An exception would be the photo-

panel instrumentation where the illumination is controlled and fixed. Most other vehicle camera applica-
tions encounter widely varying illumination. The illumination for the cockpit camera can vary from

direct sunlight to shade, and unfortunately these conditions can coexist, thus causing high contrasts.
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Fortunately, modern variable-aperture cameras can compensate for most simple illumination problems.

81ack-and-white film is often desirable because of its ability to record high-contrast subjects with high
resolution.

Camera location and mounting positions are often difficult to determine. A pilot-instrumentation

camera often must be placed where the pilot frequently blocks the view. The wing tuft camera can never
be mounted directly above the wing. At desirable camera locations, there is often no mounting space
available.

All framing-type motion picture cameras and video cameras are sampled data recorders and are subject
to aliasing. When dynamic events are observed by a sampling device such as a motion picture camera or
television camera, misleading information can be generated (see Time-Sampled Data and Aliasing in Sec. 5
or Ref. I). An example is an aileron flutter of a few hertz bandwidth being observed with a one-frame-

per-second camera. This camera will incorrectly describe aileron motions that occur faster than 0.5 Hz.

Another example is an airflow tuft in a turbulent air current which appears relatively stationary at an
incorrect angle owing to a slow-frame-rate camera.

6.3.2 Television Camera

The television camera is a very desirable airborne data-acquisition device. It provides flight-test
personnel with a real-time visual perspective available with no other technique. With the normal data-
acquisition process, emphasis is on the details of the process being monitored. The television camera as

a data-acquisition system provides a valuable overview to complement the details of the standard system.

The bandwidth of a standard television camera is nominally 5 MHz but it can be much higher in certain

high-resolution or high-speed cameras. To record these bandwidths on board the vehicle, a special
rotating- or fixed-head video tape recorder is required. When a television camera is used, the data are
often telemetered to the ground station to avoid the complications of on-board recording. A scarce wide-
band channel (IO-MHz spacing) is required for standard television camera transmissions.

6.4 CONTINUOUS-TRACE RECORDER

Continuous-trace recorders, such as the pen or hot-stylus strip-chart recorder, are sometimes used in

the flight testing of commercial passenger-type aircraft. On these vehicles the environment is benign.
However, it is desirable to use ruggedized equipment: when violent maneuvers do occur, the data are
likely to be important, and errors introduced by such accelerations would be very undesirable. These

recorders will not be discussed here, because they are not in general use and typically contain sophis-
ticated internal signal conditioning, such as variable-gain amplifiers, zero offset, and deflection

limiters, which allow most data channels to be easily matched. Oscillographs and other continuous-
trace recorders are seldom used in modern, large-scale flight tests. The main reason is that there is
no electronic technique for conversion and subsequent reduction of the data. Manual conversion of any

major amounts of data can result in the expenditure of large amounts of manpower and usually involves
long time-delays before the data are available.

Of all the continuous-trace recorders, only the light-beam type of oscillograph has achieved

widespread acceptance for airborne flight-test data acquisition. Oscillographs have been perfected to
the extent that they can be used effectively even in the harsh environment of high-performance aircraft.

An appropriate application for the oscillograph is the small program in which the data can be

visually scanned for a significant, recognizable data event. Then the data for that event can be reduced
by means of a ruler or some of the film reading aids available. When oscillographs are used in this

manner, a small program can be accomplished with limited resources.

The light-beam oscillograph uses galvanometers; it is illustrated in Fig. 101a. The operation of a

galvanometer is described as follows: A current I G through the galvanometer coil, which is located in a

magnetic field, causes the coil and the attached mirror to rotate, which moves a beam of light across the
film. This film is moving at a known rate past a slot. The beam of light is focused as a bar of light
perpendicular to the film slit, and this forms a trace on the film.

A typical oscillograph has 36 traces on one film strip. The film is nominally 20.3 cm (8 in.) wide.

When the 36 active traces are placed on the 20.3-cm (8-in.) film, the traces often become scrambled and
hard to separate. In a study conducted at the Dryden Flight Research Facility, real flight-test oscil-

lographic data were re-submitted to an experienced and highly skilled film-reading group. The only
significant errors they found occurred when the wrong trace was inadvertently tracked for short portions

of active data, that is, when traces were crossing each other. These trace crossover errors occurred
normally when two traces were merging at a slow rate (dramatic trace crossovers were usually detected).
The errors involved were usually 10% or less, large enough to be significant but small enough, unfor-

tunately, to pass as valid data. As far as could be determined, no data user had suspected that the data

were in part erroneous. The problem of crossing over to another trace during data reduction can be alle-
viated to some extent by a device such as the trace interrupter shown in Fig. lOlb. A trace interrupter
interrupts the traces sequentially from channel I to the last channel; thus, when the trace identifica-

tion is in doubt, the engineer can count interruptions to locate the correct trace. For subtle crossings
of limited duration, such as those in the above study, the interruptions may be too infrequent to help.

The trace interruptions in Fig. lOlb are indicated by the a's on the film strip.
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Recordingthetimeoncontinuous-tracerecordersis difficult. In Fig.101b,theverticallinesare
producedbyastrobelight whichilluminatesthewholefilmslot at oneinstant. Theseverticalbarscan
berepeatedat knownintervals(0.I secis a commoninterval). In theexampleshown,everytenthline is
missingto permitfast visualscanningfor aparticulartimeinterval. It is oftendesirableto include
furthersimple-timeencoding,suchasthatshownbyeliminatingprogressivelyoneverticalbarin each
sequenceof ninebars,thusencodingeachgroupof I0timinglinesintoadditionalgroupsof I0. If all
therelevantdatato bereducedareononeoscillograph,nofurthertime-codingmayberequired;however,
whenthedatamustbecorrelatedto otherinstruments,pilots comments,or groundobservations,then
furthertime-codinganddisplaymayberequired.FigurelOlb(channelI) is a channelusedto record
realrangetime. Thetime-referencestartsat theleadingedgeof thefirst pulse.

Acommonwayof increasingchannelcapacityis to time-multiplextheslowlyvaryingdataontooneof
theoscillographfilm traces. Thesedataareusuallypresentedaspulse-amplitudemodulated(PAM)data.
Thestructural-temperaturethermocoupletransducersareoftenusedin PAMTDMsystemsbecauseof a very
lowfrequency-responserequirement.SincePAMcreatesperiodicstepinputsto thedate-recordingdevice,
therecorderstepresponse must be controlled. Galvanometer-recorder response characteristics are illus-

trated in Fig. 102. Figures 102a and 102b illustrate the output response of a typical galvanometer ele-
ment to a constant-amplitude sinusoid as a function of frequency. A sinusoidal signal at a 0.5 damping

ratio can be electromechanically amplified by more than 15% at about 70% of its natural frequency fn. At
d = 0.6, the amplification is slightly less than 5% at about 54% of fn. At d = 0.64, the amplification

is about 2%. A damping of I/_r2 is the lowest value of damping for which there is no amplification. A

damping of d = 1.0 is called critical damping because it is the lowest value of damping for which a step
input will produce no overshoot.

Galvanometers are usually damped at approximately d = 0.64. This produces a maximum amplification of

2%. More importantly this 0.64 value also produces the most linear phase shift with frequency in the
passband 0 to fn- This linear phase shift characteristic means that transient data are reproduced with

minimum wave-shape distortion.

With a PAM waveform (step input), it is desirable that the final value be reached as quickly as

possible. Too much damping results in the trace taking too long to reach its final value. Too little

damping can result in excessive oscillations. Figure i02c illustrates a galvanometer response to a step
input for various values of damping. A damping ratio of 0.64 is nearly optimum for both sinusoidal and
transient data inputs. In Fig. lOlb, the PAM trace channel 5 has d = 0.64 and reaches its final value
before the next channel is sampled.

Table 10 lists some typical Honeywell galvanometer characteristics. Note that the sensitive

galvanometers require that the external resistance, as seen by the galvanometer, be a specified value
in order to achieve a given damping, for example d : 0.64. Figure 103 illustrates two techniques for

accomplishing this task. This is called electromechanical damping. In general, galvanometers are
divided into two types, those which achieve their desired damping by means of an external resistor

(electromechanically damped galvanometers) and those which are fluid damped. The electromechanically
damped galvanometers are usually sensitive units with low natural frequencies (for example, natural
frequencies of 24 to 600 Hz; Table I0). The fluid-damped galvanometers depend on a viscous fluid to

provide the damping and usually have high natural frequencies (Table I0), for example, 1,000 to
22,000 Hz, and low current sensitivities. The fluid-damped galvanometer can tolerate a wide range of
input resistances.

TABLE 10. -- MINIATURE GALVANOMETER CHARACTERISTICS

(from Ref. 40)

Undamped
Galvanometer natural

type, number frequency,

Hz

Frequency
response,

Hz ±15%

External

damping
resistance

Current

sensitivity, Maximum
±5% current

Miniature electromagnetically damped galvanometer characteristics

24 0 - 15 350 0.59 _A/cm

100 0 - 60 120 3.94 pA/cm
200 0 - 180 350 10.00 uA/cm

600 0 - 540 350 51.20 pA/cm

Miniature fluid-damped galvanometer characteristics

5

I0
i0
15

M24-350
M100-120A

M200-350
M600-350

1,000 0 - 600

3,300 0 - 2,000
i0,000 0 - 6,000

13,000 0 - 13,000

MIO00

M3300
MIO000

M13000

---

1.04 mA/cm 70

7.87 mA/cm 70
15.70 mA/cm 70
32.10 mA/cm 70

By far the most popular airborne flight-test galvanometers are the high-sensitivity types. Quite
commonly, the required external damping resistance will be 120 or 350 _, which corresponds to the two

most common strain-gauge-bridge resistance values, thus providing optimum damping when the bridge is
directly connected to the galvanometer. The galvanometer responds like a second-order low-pass filter.

In this case the galvanometer natural frequency fn corresponds to the second-order low-pass filter cut-

off frequency fCH. This can be a very useful characteristic since the galvanometer can then provide its
own filtering.
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Anotherdesirablefeatureof galvanometersis thegroundisolation. Thiscanbeanadvantagewhen
a low-output-voltagetransducer,suchasthermocouple,mustbegroundedat thesensorlocation.Ground
isolationreducesmultiplegroundelectricalnoisecontaminationandsimplifiesinstrumentationsystem
design.

Anunusualvariationof theoscillographis thefiber-optic,cathode-ray-tube(FO-CRT)oscillograph
developedbyHoneywellandusedin theModel1858Visicorder.Thegalvanometersandthelight source
arereplacedbya speciallydesignedFO-CRT.TheFO-CRTfaceplateconsistsof aboutI0 millionindivid-
ualglassfiber-opticstrands.Thesestrands,eachonlya fewmicronsin diameter,arefusedtogether
intoa 5-by200-mm(0.2-by8-in.) area.Sincetheultraviolet-emittingphosphoris depositeddirectly
ononeendof thesefiber-opticstrands,thelight emittedbythephosphoris transmittedthroughthe
strandsin anefficientmannerto thephotosensitivepaper.Therecordingpaperis in directcontact
withtheotherendof thefiberopticstrandsandthusadditionalopticalelementsarenotrequired.
Thephotosensitivepaperusedin theserecordersis self-developingsothefilm canbereadlike a
strip-chartrecorderfor reasonablefilm speeds.IntheFO-CRToscillograph,theCRTelectronbeam
is blankedexceptwhenamarkis desiredonthefilm. TheFO-CRThasa frequencyresponsefrom0to
5 kHz.SincetheFO-CRTtraceis formedbyanelectronbeam,it hasnoinertia; asa result,thedamp-
ingproblemassociatedwithgalvanometersis absent.Thisunit hasplug-inmodulesthat providesuch
desirablesignalconditioningasdifferentialamplifiers;strain-gaugemoduleswithinternalexcitation
voltage;thermocouplemodules,includingthermocouplejunctioncompensators,for commontypesof thermo-
couples;andfrequency-to-voltageconverters.

In summary,thecontinuous-tracerecorderis excellentfor visuallyscanningdata,butit is accept-
ablefor datareduction only if certain visually identifiable events are to be read into reduced data.

For computer processing of large amounts of flight-test data, continuous-trace recorders are opera-
tionally cumbersome.

6.5 PILOT AND AIRCREW DISPLAYS

In this section, airborne displays are divided into pilot displays and crew displays. The pilot

displays refer to displays for use by the person controlling the flight-test vehicle; they are usually
located in the vehicle cockpit, except for remotely piloted vehicles. The crew displays refer to

displays for those persons on the flight-test vehicle whose function is to support the flight-test
program. Since these displays are quite diverse and often unique, this section addresses the rationale

for selecting the type of display that presents data parameters acquired from the flight-test data-
acquisition system. Although it is not included in the original definition of signal conditioning, an

interesting exception to the definition of Ref. I occurs in the case of pilot and aircrew displays. In
this case, the signal conditioning problem could well be one of presenting the signal in a useful form to
the terminal device, the pilot or crew member. This is the rationale used in the following discussions.

6.5.1 Pilot Displays

The task of piloting a flight-test vehicle is very demanding. Piloting a remotely piloted vehicle is
in many ways (except for personal safety) even more demanding. During critical maneuvers, the active

vision of the pilot narrows down to those instruments directly in front of him. Blinking red lights in
the peripheral vision may warn of various emergency conditions, but the side panels are certainly not
desirable sites for conveying critical flight-test information to the pilot. When a parameter is criti-

cal to meeting the flight-test objectives, it should be located directly in front of the pilot.
Unfortunately, this area of the cockpit is usually already full of basic flight instrumentation and

seldom is there room for an additional display. When there is no room available, two possibilities

exist: preempt the space used by some other instrument or make one of the existing instruments serve two
functions. The first alternative, taking over the space used by another instrument, is an easy but not
too likely solution since only critical instruments are given these choice locations. The second alter-

native, using a multiple-mode instrument, is a very tempting one. For example, the three-axis ball is
centrally located and the several display functions can be re-allocated. This approach has one major
problem: if a serious flight emergency occurs, the pilot may, with disastrous results, revert to

interpreting the instrument as if it were in the original mode. This type of confusion has actually hap-
pened, and the potentially adverse consequences of a dual-function display should be seriously considered.

Pilot displays should be kept as simple and straightforward as possible. Good results have been

accomplished with a pilot display that indicated deviation from a desired condition. Even with simple
displays, individual pilot preferences can produce complications. In one flight program, a vertically
moving-pointer was used to display normal acceleration. Two pilots were involved in the program. One
pilot wanted the pointer to move up as the stick was pushed forward and the other pilot preferred the

reverse condition. A simple switch, preset before flight, solved this problem; but, this meant that a

dual-function indicator had two possible modes in the flight-test application. This system functioned
very well, but extra precautions were required in preflight setups.

What kinds of pilot presentations should be avoided? A good example is a large display panel that

contained many binary switches to call up one of 512 data channels for a light-emitting diode (LED)
display. The pilot would probably not use this kind of display when it requires mental computation
during critical flight situations.

6.5.2 Crew Displays

The on-board crew members who need displays can include a copilot or a group of technical personnel.

The crew can use more complex displays than the pilot, for example, the display described in the preceding

paragraph as unacceptable. However, to use these crew members effectively, their only tasks should be to
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makesuretheflight-test objectivesareachievedin anoptimummanner.Examplesof theuseof micro-
processorsandminicomputersto expediteflight-testprogramswerecitedin Sec.4. Toexploitthe
potentialof theon-boardpersonnelandto promoteflight-testobjectives,microprocessorsandmini-
computersdeserveseriousconsideration.Computerscanprovidedatain engineeringunitsinsteadof
in therawform,andcanperformcomplexcalculationsfor derivedparameters(grossweightandcenter
of gravity)in near-realtime. Theoutputof thesecomputerscanbeconvenientlydisplayedoncathode-
raytubeswherecolorgraphicscanincreaseintelligibility, limits canbemarked,andspecialevents
highlighted.Thesedisplayscanbeusedto providecrewmemberswiththe informationtheyneedto make
realistic real-timecontributionsto theflight-testprogram;moreover,thedisplayscandosoquickly
andeffectively. It doesnotmakesenseto includeon-boardcrewmembersin aflight-test programto
viewdisplaysunlesstheycanincreaseflight test-efficiency,andwell-designeddisplayscansignifi-
cantlyincreasethat efficiency.
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APPENDIX A

OPERATIONAL AMPLIFIER

The name operational amplifier was originated by those who work with analog computers to designate

the amplifiers that were used to perform various mathematical functions such as summation, subtraction,

integration, and differentiation. One of the major applications for the modern operational amplifier is

its use as a signal-conditioning element. Several operational-amplifier-circuit application books are

readily available, Refs. 10 and 11.

The operational amplifier considered here is a direct-coupled, high-gain differential amplifier which

uses feedback to obtain its unique operational characteristics. Figure 104 shows an operational amplifier
with two drive voltages, e I and e 2, The amplifier open-loop voltage gain is A', and the input/output

voltage relationships are represented by

eo = A" (e2 - el) (At)

From Eq. (AI) it is obvious why the input marked minus is called the inverting input and the input marked

plus is the non-inverting input.

The characteristics of an "ideal" operational amplifier will first be examined, and then the prac-

tical deviations from the ideal case will be explored. The ideal operational amplifier has (I) infinite
open-loop voltage gain (A'); (2) infinite input impedance; (3) zero output impedance; (4) infinite fre-

quency bandwidth; and (5) no internally generated input voltages or currents.

Two important conclusions can be immediately drawn from characteristics (I) and (2) above: (I) since

the amplifier gain is infinite, the voltage difference at the input terminals must always be equal to
zero to avoid infinite output voltage (e 2 - e I = 0), and (2) since the amplifier has infinite input imped-

ance, no current can flow into its input terminals. These two conditions lead directly to the idea of
the "virtual short circuit." When one input terminal is grounded, the second input terminal must also be

at ground potential; thus it is called a "virtual ground." Any input to this second input terminal is
forced by feedback to function as a "virtual short circuit"; however, the two inputs can have no current
flow between them.

Figure 105a illustrates an operational amplifier connected in what is known as the inverting mode,

because the output polarity is opposite the input. The following equations can be derived from Fig. 105a:

11 = (e I - ee)/(Z I + ZS) where ee _ 0 and Z S << ZI

II = ellZl (A2)

12 : (e e - eo)/Z 2 where ee _ 0

12 = -eo/Z 2 (A3)

In Eqs. (A2) and (A3), ee is O, since from Fig. IN5 it can be seen that the non-inverting amplifier input

is grounded and that the inverting input must be at a "virtual ground." In addition, since no current

can flow into the amplifier terminal hecause of its infinite input impedance, then

Ii : 12 (A4)

From Eqs. {A2)-(A4), the closed-loop gain A can bp derived as

A :eolP I = (-12Z2)/(IIZI) = -Z2/Z I (A5)

It is important to note in Eq. (A5) that the closed-loop system gain A is a function only of the

ratio of the impedance Z I and impedance Z 2. The ratio of ZI to Z2 can he tightly controlled through the

use of precision components and, therefore, the amplifier gain can also he very well defined. It should

be emphasized that even though the input impedance of the ideal operational amplifier is infinite, the
input impedance of the inverted feedback operational amplifier circuit is Zl, which can be any value.

The non-inverting operational amplifier is illustrated in Fig. 105b.

Fig. iN5b are

e I : llZ 1 = eoZl/(Z I + Z2)

The voltage relationships of

(a6)

Pl : #2 (A7)

Therefore, the closed-loop gain of the operational amplifier used in the non-inverting mode, as shown in

Fig. 105b, is

A = eol_ 2 = I + (Z2/Z I) (A_)

From Eq. (AS), it should bp observed that gain in the non-inverting mode is always greater than or
equal to 1. One of the main uses of the non-inverting amplifier is as an impedance converter with a

gain of I. When Z2 is 0 (a short), the voltage gain is exactly I.
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A.1 NON-IDEALOPERATIONALAMPLIFIERCHARACTERISTICS

Actualoperationalamplifiersdonothavetheidealcharacteristicslistedpreviously.Theeffects
of thesedeviationsfromtheidealcharacteristicswill bediscussedin thefollowingsections.Detailed
mathematicalderivationsof theseeffectswill notbecoveredin this text sincetheyareverywellde-
tailed in AppendixAof Ref.I0. Thefollowingsectionwill addresstheeffectsof deviationsfromthe
ideal. Theemphasiswill beonthelimitationsintroducedbythesenon-idealcharacteristics.
A.2 ERRORSCAUSEDBYFINITEOPEN-LOOPAMPLIFIERGAIN

Actualoperationalamplifiersdonothaveinfinite open-loopgain. Eventhemosteconomicalof these
amplifiers,however,usuallyhaveopen-loopvoltagegainsof abouti00,000(i00dB)or more.Figure106
illustratesthegaincharacteristicsof anoperationalamplifierwhichhasafinite open-loopvoltage
gainA_of i00,000(100dB)andaclosed-loopvoltagegainAof I00(40dB). A"feedbackfactor,"8, is
definedasthevoltagefeedbackin theclosed-loopnetwork.TheloopgainA*B,is approximatelythe
ratioof theopen-loopgainto theclosed-loopgain,asshownby

loopgain=A*8_A*/A (A9)

Inthis example,the loopgainis I00dBminus40dBor 60dB;thatis, againof 1,000.Theloop
gainA'Bis veryimportantasameasureof theclosed-loopcircuit performance.In a realoperational
amplifiercircuit, thegaininstabilitiesandcircuit nonlinearityareall reducedbyincreasing8 (the
amountof negativefeedback).UsuallyA*8will bemuchlargerthanunitysoasto obtainastable
closed-loopgain. WheretherelationshipA*B>>I is valid,the idealclosed-loopvoltagegainclosely
approximatestheactualamplifiervoltagegain:

(actualgain)_ (idealgain){I - [I/(A_)]} (AIO)
Asanexampleof anapplicationof Eq.(AIO),in aninverting-modeoperationalamplifierwithan

open-loopgainA_, of I00,000anda closed-loopgainAof I00,theactualgaindiffers fromtheideal
gainby0.1%:

(actualgain)_10011- (i/I000)]
100(0.999)= 99.90

Nowif theopen-loopgainshouldvaryby±25%,theactualgainwouldbe

(actualgain)I 1.25A"= 100(1-(I/1250)= 99.92

(actualgain)I 0.75A,= 100(i-(1/750)= 99.87
Therefore,a±25%changein theopen-loopgainproduceslessthan±0.03%changein theactualclosed-
loopgain.

TheeffectiveoutputimpedanceZoeof thenon-idealoperationalamplifieralsois reducedbynegative
voltagefeedback.(It shouldbenotedthattheeffectiveoutputimpedanceof anoperationalamplifier
canbeincreasedbynegativecurrent(series)feedback).Usingthefeedbackconfigurationsasshownin
Fig. 107,theeffectiveoutputimpedanceZoe,whenA*B>>I, is

Zoe_Zo/(A'B) (All)

Theoverallsystemlinearityalsoimproveswiththeadditionof negativefeedback.
Thus,it canbeseenthat for stablegain,low-outputimpedance,andgoodlinearity, it is very

desirableto keeptheloopgainveryhigh-- A'8 >> I.

A.3 EFFECTS OF FINITE OPERATIONAL AMPLIFIER OUTPUT IMPEDANCE

It can also be deduced from Fig. 107 that the open-loop output impedance Zo reduces the effective
open-loop circuit gain because it interacts with the load and feedback network. The relationship between
the expected open-loop gain A_, and the effective open-loop gain A*, caused by the inclusion of a finite
output impedance Zo, is

AZ = A" i (A12)
I + (Zo/ZL) + Zo/(Z 1 + Z2)

As can be seen from Eq. (A12), when ZL >> Zo and Z1 + Z2 >> Zo, then A_ _ A _. It is therefore
desirable that Zo be very small.

A.4 EFFECTS OF FINITE OPERATIONAL AMPLIFIER FREQUENCY RESPONSE

Real operational amplifiers have a non-infinite frequency response. Figure 108 illustrates an opera-

tional amplifier with an open-loop gain A_ of I00,000 (i00 dB), a closed-loop gain A of I00 (40 dB),
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negligibleoutputimpedance,a unitygainfrequency,fl, of i MHz,andaninternallyadjustedfrequency
roll-off of 6dB/octave(20dB/decade).

It is importantto notein Fig.I08bthat eventhoughtheunitygainbandwidthis I MHz,theopen-
loopgainstartsdecreasingat I0 Hz. At I0 Hz,theoutputis alreadydown3dB(about70.7%of its low-
frequencyvalue). Thismeansthatthe loopgainA'_is droppingat 6dB/octaveaboveI0 Hz. It is this
loopgainthat stabilizestheamplifiergain,reducestheeffectiveoutputimpedance,andlinearizesthe
output.Forexample,theloopgainis 60dBat verylowfrequencies,20dBat i kHz,and0dBat I0 kHz.
Atandabove10kHz,theclosed-loopgainis theopen-loopgain. Boththeegen-loopgainandtheclosed-
loopgainare0 dBat 1MHz(fl).

TherelationshipA'B>> 1 must be maintained to simplify many of the operational amplifier equations.
Design equations including the effects of A'B are derived in Ref. I0; they are not included here because
operation under conditions of A'B _ i should be avoided. Most flight-test data signals have low band-

widths; hence this loss of gain with increasing frequency does not degrade critical amplifier perform-
ance. When wide bandwidth is required, premium operational amplifiers, which have much greater band-
widths than those in the example, should be used.

Most internally compensated operational amplifiers have a roll-off of 6 dB/octave. The reason for

selecting this roll-off is that such an amplifier is unconditionally stable when used with resistive
loads and resistive feedback. According to Bode's criterion, the closed-loop stability of an amplifier

is ensured when the rate of closure of the open-loop frequency response curve and the closed-loop gain
curve is less than 12 dB/octave. Figure 109 illustrates some examples of stable and unstable amplifier

frequencyLresponse based on this criterion. The illustrated rate in Fig. 109a is 6 dB/octave; in
Fig. 109b, 12 dB/octave; in Fig. i09c, 18 dB/octave, and in Fig. 109d, 6 dB/octave.

Some designers use operational amplifiers with a roll-off of 12 dB/octave to achieve larger open-

loop gain at higher frequencies and to achieve higher frequency bandwidths for the same basic amplifier
design (compare dotted line in Fig. 109b to solid curve). To provide adequate stability margins, these
designers usually incorporate a capacitor in the feedback network to provide the characteristics shown

in Fig. 109d.

A.5 EFFECTS OF OPERATIONAL AMPLIFIER FINITE INPUT IMPEDANCE

In the idealized open-loop operational amplifier, it was assumed that the input impedance was infi-

nite. In practical operational amplifiers, two types of input impedance must be considered: differential

mode ZD and common mode ZCM. In Fig. 110, an ideal operational amplifier is shown with the input imped-

ances ZD and ZCM shown as external components. In this figure, eI is the inverting-mode input and e 2 is

the non-inverting-mode input.

The relationship of the output voltage eo as a function of the input voltages e I and e2 in a closed-

loop configuration, which includes the input impedances, is shown in the following equations:

e2[l + (Z2/Z1) - (Z2/ZcM)] eI(Z2/ZI) (AI3)
e° = i + 1/A'_ I I - I/A'_ I

where

BI = I (A14)
i + (Z2/Z1) + (Z2/ZD) + (Z2/ZCM)

Note that the actual feedback factor BI approaches the ideal feedback factor when Z D >> Z2 and ZCM >>

Z2. Under these same conditions, Eq. (A13) reduces to the ideal operational amplifier equation.

The closed-loop input impedance Zi of an inverting amplifier for low frequencies and A'B >> I is

essentially ZI. For the non-inverting mode of operation under the same conditions, the input impedance

Zi is expressed by

I (a15)
Z i e I/(A-BZD) + I/ZCM

Since the input impedance in the non-inverting mode is limited only by the input characteristics of the
operational amplifier itself (disregarding external leakage resistances and stray capacitances), it is

the circuit configuration of choice when extremely high input impedance is required.

How realistic are the earlier assumptions that ZD and ZCM must be much greater than Z2? To answer

this question, consider the following cases: case (i) is a low-cost, integrated-circuit (IC), opera-

tional amplifier that has a minimum differential input impedance ZD of 0.3 x 106 _ and a common-mode

input impedance of 108 _ shunted by 5 pF; and case (2) is an IC operational amplifier that uses field-

effect transistors (FET) in the input stages to produce a ZD of 1014 _ shunted by 2 pF and ZCM of 1012

shunted by 2 pF. Both of the foregoing cases are typical descriptions of available, real operational
amplifiers. In both cases, when ZD >> Z2 then ZCM >> Z 2 is also true.

In case (I), ZD >> Z2 is interpreted to mean that ZD is at least two orders of magnitude greater

than Z2 (Z D ) I00 Z2). For the minimum specified value of ZD, the value of a resistive Z2 must be
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less than 3,000 R. For a closed-loop gain (low frequency) of A = 100, then R 1 is 30 _ (derived from

A = R2/R1). When this amplifier is used in the inverting mode, the closed-loop input impedance is

approximately equal to 30 _. Under these conditions, when the voltage source eI has an internal imped-

ance Rs of 350 _ for a typical strain-gauge bridge, the actual gain equation is A = R2/(R 1 + Rs) m 8.

This gain of 8 is considerably different from the expected value of 100; the discrepancy is the result of

the low input impedance.

If this same amplifier is used in the non-inverting mode for this example and A'B at low frequencies
is 1,000, then the input impedance Zi would from Eq. (A17) be equal to

Zi _ I/[I/(A'_ZD) + 1/ZcM]

II_iI[(I03)(3 x 105)]} + 11108

75 x 106 _ (at low frequency)

At this impedance level, the shunt capacitances can produce significant effects on the closed-loop per-
formance at higher frequency in the form of additional capacitive feedback.

After reviewing the above example, the engineer may wonder why the non-inverting operational mode is

not used for all applications. There are two major reasons: (I) many circuits cannot be implemented in
the non-inverting n_de, and (2) common-mode rejection is not as great for this mode of operation (see
Effects of Finite Amplifier Common-Mode Rejection Ratio, in a following subsection).

In case 2, in which RD = i0 II R, R2 could be very large and still meet the requirement that R2 << ZD.

This means that even in the inverting mode of operation, where the effective amplifier input impedance is
approximately equal to R1, this input impedance can still be very large. The use of high impedances in

the feedback divider introduces serious limitations. The stray and shunt capacitances have a far greater
effect at high impedance and high frequency. Also, the input bias currents (to be discussed next) have
to be compensated.

A.6 EFFECTS OF INTERNAL VOLTAGE AND CURRENT BIAS

When an ideal operational amplifier is operated as a voltage amplifier, no output should exist for

a zero input. In real amplifiers, this is never the case. When the input is zero, a steady-state output
voltage exists which is called the output offset voltage. This output offset voltage is caused by three
factors: (I) the input bias currents, (2) the input offset current, and (3) the input offset voltage.

In flight-test applications, when an operational amplifier is used as a steady-state amplifier, the out-
put offset voltage is often the most significant error parameter. The primary factor that causes out-
put offset voltage variations is the ambient temperature changes which in turn cause deviations in the

amplifier input offset voltage and in both the input and bias currents. The input bias currents, IBI and

IB2, are steady-state currents that flow through the two input terminals of an operational amplifier.

The bias currents at each input terminal are usually similar in magnitude; that is, the input bias cur-
rent at the inverting terminal IBI is approximately equal to the input bias current at the non-inverting

terminal IB2 (see Fig. IIi). These currents usually track one another and vary mainly as a function of

the amplifier temperature.

From Fig. 111, the following equation can be derived:

eos = IBIR 2 - IB2R3(I + R2/R I) (AI6)

Equation (A16) represents the output offset voltage, which is the result of input bias currents. The

input offset voltage also contributes to the output offset voltage eos and will be discussed later in
this section. Normally IBI _ IB2. If IBI were equal to IB2, the effects of the bias-current error

voltage could be eliminated by setting R3 to the parallel combination of RI and R2, as shown in

R3 = (R2 RI)/(R I + R2) (alT)

for IBI = IB2. When the impedances RI, R2, and R3 are large, the errors associated with bias currents

are large, and it is more important to balance the two input impedances. The bias currents IBI and IB2

are not usually equal, and the amplifier specification sheets often use the average bias current. The

input offset current los is the difference between IBI and IB2 and is usually at least an order of

magnitude smaller than IBI or IB2. The average bias I B current and the input offset current as los are
given by

IB = (IBI + IB2)/2 (A18)

los = IB1 - IB2 (A19)

When R3 is made equal to the parallel combination of R1 and R2, and IB1 is not equal to IB2, Eq. (A16)
reduces to
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eo= losR2 (A20_

for R3=RIR2/(RI +R3). WhenR3is ignored(R3= 0), Eq. (A16) reduces to

eos= IBI R2 (A21)

In both cases, the output offset voltage is related to the feedback resistor R2; however, in Eq. (A20),

the offset voltage is proportional to the offset current los, which is usually much smaller than IBI.

The output offset voltage error owing to I B and los is a function of the input resistances, but the

input offset voltage is not. Also, whereas I B and los are specified as an initial value plus a tem-

perature effect, the input offset voltage is usually specified as a function of temperature, power-supply

voltage, and time. One method of measuring input offset voltage is shown in Fig. 112. The input offset

voltage eB is related to the output error voltage by the relationship

eB : eo/B(O ) (A22)

where 8(0) is the feedback factor at zero frequency. Note in Fig. 112 that the resistive impedances have

been kept very low to reduce any effects from the input bias currents.

The initial output offset voltage can be nulled for a given set of conditions. In flight-test appli-

cations, the wide temperature excursions encountered cause drifts in eB and I B. The eB value also is a

function of the power-supply voltage and time. The power-supply dependence is usually specified as a
direct function of the power-supply voltage level. The time-dependence is represented by a true random-

walk function and as such, when the typical input offset voltage versus time is specified - for example

as 20 _V/month - then the variation for a year typically would be_ 20 pV/year. The input
offset voltage nulling process is accomplished by using the input termination provided by the manufac-

turer, or by adding a summing voltage at the feedback junction. Since the power supply voltage is nor-
mally controlled, the effect on the offset voltage is minimal. The drift with temperature contributes

substantially to the offset-voltage variation. Some useful ways of reducing the drift are to (I) reduce
the power supply voltage, which not only reduces e B but also reduces I B since it lowers self-heating; (2)

provide a good heat sink for critical stages, which usually helps because the operational amplifier nor-
mally operates at temperatures above ambient; and (3) reduce the power output of critical stages, which

also reduces the internally generated temperature.

Output offset voltage can also be generated from the rectification of very-high-frequency signals by
the internal amplifier components. This type of offset voltage can only be reduced by preventing these
high frequencies from reaching the amplifier. Radio frequency noise can enter the amplifier on any ter-

minal, but is most common on the signal inputs, the power supply leads, and output leads. These leads
are often the longest and thus the most susceptible to RF noise contamination.

A.7 EFFECTS OF FINITE AMPLIFIER COMMON-MODE REJECTION RATIO

The common-mode rejection ratio (CMRR) is a measure of how well an amplifier discriminates between

the differential input voltage and the common-mode input voltage. A large CMRR is desirable and indicates
the amplifier capability to amplify only differential input voltage and to exclude common-mode input volt-

age. The amplifier CMRR is defined from Fig. 113 as

CMRR = AD/ACM (A23)

An amplifier can be adversely affected by its finite CMRR even though it has no external common-mode

inputs. The finite CMRR, in many cases, can be a major source of nonlinearities and closed-loop gain
errors for an operational amplifier used in the non-inverting mode. This is particularly true for the
voltage-follower circuit shown in Fig. l14a. In this circuit the voltage at the inverting input is

essentially el:

ecM : (ei + eo)/2 (A24)

(In an ideal operational amplifier the voltage at the inverting input would be identical to e i since both
inputs must be at the same potential.) A finite CMRR causes this common-mode voltage to be amplified.

Reference i0 derives the actual closed-loop gain of Fig. l14b to be

A : eo/e i = (I - I/CMRR)/(I + I/A') (A25)

Equation (A25) is difficult to evaluate in an actual application because the CMRR is a function of such

things as frequency and signal amplitude.

A.8 EFFECTS OF OTHER NON-IDEAL FACTORS

Other factors limit the real operational amplifier response such as slewing rate, full power

response, and overload recovery time. These effects are well covered in the literature (Ref. I0) and are
not addressed in detail in this volume; neither are these other factors ordinarily encountered in most

flight-test applications.
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APPENDIX B

SINGLE-ENDED VOLTAGE AMPLIFIER

A single-ended voltage amplifier is a voltage amplifier that has one signal input; the other input is

the amplifier common. In this amplifier, one side of the input voltage source must be grounded to
complete the electrical circuit.

The ideal Th6venized voltage signal source has an internal voltage generator that is directly pro-
portional to the desired measurand and the source internal impedance is zero. In actual practice, a

voltage source has a finite but usually low internal impedance. According to Th6venin's theorem, any two-
terminal linear network containing one or more independent sources of voltage is equivalent to a simple
voltage source having an internal impedance Z. The generated voltage is the voltage that appears across
the output terminals when no load impedance is connected, and Z is the impedance that is measured between
the terminals when all the independent voltage sources in the network are set to zero. Under these con-

ditions, a source of voltage is represented as shown in Fig. 115 (which is similar to Fig. 7). Both the

voltage source and the voltage amplifier output, as shown in Fig. 115, are equivalent voltage sources. In
many actual applications, most of the impedances shown are subject to long-term drift and temperature

variations. The output voltage eo in Fig. 115 is related to the source voltage es by the relationship

eo = Aes [Zi/(Zs + Zi)] [ZL/(Zo + ZL)] (B1)

Examination of this relationship quickly reveals that if the output is to be independent of the variable

circuit impedances, Zi must be much larger than ZS, and ZL must be much larger than Zo, Under these con-

ditions and with a stable amplifier gain A, the voltage across the load ZL is directly proportional to
the output of the voltage generator, es:

eo = Aes (B2)

From Fig. 115, it can also be seen that a voltage amplifier is an isolation amplifier to the extent that
load variations do not affect the voltage source.

In the following circuit examples, extensive use will be made of operational amplifiers (see
Appendix A) to illustrate various amplifier configurations.

B.I THE SINGLE-ENDED INVERTING AMPLIFIER

The single-ended amplifier requires that one input be grounded. The inverting-mode amplifier is most
often used (Fig. 116). This single-input, grounded configuration avoids certain internal common-mode

errors (see Appendix A). The inverting amplifier, as distinguished from the non-inverting operational
amplifier, also can produce gains that are less than i. This is important in such applications as active
filters and integrators, where portions of the frequency response must be attenuated to values less than

i. The negative feedback reduces the apparent input impedance at the inverting input to negligible pro-

portions. This condition makes the effective input impedance equivalent to RI; R1 is in turn limited by

the open-loop input impedance Zi of the amplifier itself. As RI approaches and exceeds Zi, the amplifier

voltage drift and noise increase rapidly. The low input impedance can be very useful in applications

such as current amplifiers (see Appendix E). At low closed-loop gains, degradation occurs in the output-
voltage offset drift and noise (by as much as a factor of 2 at a gain of I).

In the inverting amplifier shown in Fig. 116 the overall amplifier (closed-loop) gain A is

A = -eo/e s = -R2/(R I + RS) (B3)

It is desirable, particularly when Rs is not constant, to have RI very much larger than RS, and, since

RI and R2 can be precision resistors, the amplifier gain will also be very stable, as shown by the

following:

A : R2/R I (B4)

In the typical voltage amplifier application, where R2 is not very large (in this case large is deter-

mined by the basic operational amplifier input bias currents), and if RI >> Rs, then R3 should be zero.

If, however, R2 is of such a magnitude that the operational amplifier input bias currents can produce a

substantial voltage across R2, then R3 can be used to appreciably reduce this effect when it is made

equal to the parallel combination of R2 and (R I + RS). This relationship, when RS << RI, is

R3 : RIR2/(R I + R2) (B5)

where RS << R1. This is possible because the input bias currents IBI and IB2 at each input to the opera-

tional amplifier are approximately equal.
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B.2 THESINGLE-ENDEDNON-INVERTINGAMPLIFIER
Themostusefulcharacteristicof thenon-invertingmodeoperationalamplifieris its extremelyhigh

inputimpedance.Ananalysisof Fig. 117showsthattheeffectiveinputimpedanceZi of thenon-
invertingamplifieris

I (B6)Zi = (I/A'BZD)+ I/ZCM

AtypicalFEToperationalamplifierhasthefollowingspecifications:

ZD= 1011_in parallelwith2 pF
ZCM= 1012_ in parallelwith2 pF
A"=50,000

Undertheseconditions,the limitingeffectiveinputimpedance(at lowfrequenciesandfor reasonable
valuesof A'B)is ZCM.SinceZDandZCMareresistorsshuntedbyacapacitance,bothimpedanceswill
decreasewithincreasingfrequency.Sincethenon-invertingamplifieris valuedfor its highinput
impedance,it followsthat it is usuallyusedin applicationsin whichthesourceimpedanceRSis very
high;however,whenRs is verylarge,severalapplicationlimitationsmustbeobserved.Themajorcon-
siderationsarethefollowing:

I. Closed-loopgainis scaledbytheratioZD/(ZD+ ZS). Whenthesourceimpedanceexceedsthe
amplifieropen-loopdifferentialinputimpedance,theclosed-loopgainis substantiallyreduced.The
reductionof theclosed-loopgainreducesgainaccuracy,gainstability, andclosed-loopinputimpedance.

2. Theinputvoltageoffsetandinputvoltageoffsetdrift degradeas(ZD+Zs)/ZD.

3. Inputcurrentnoiseis proportionalto themagnitudeof ZSandcanbequitehighfor largevalues
of ZS.

4. WhenZSis verylarge,theoperationalamplifierinputbiascurrentscanproducelargeoutput-
voltageoffsetsandvoltage-offsetdrifts.

Noticethatfor thenon-invertingamplifier,performancedegradeswhenthesourceimpedance
approachestheoperationalamplifieropen-loopinputimpedance.WithmodernFEToperationalamplifiers,
whichoftenhaveinputimpedancesin excessof I0II _ in parallelwitha nominalcapacitanceof 2 pF,
this sourceimpedancecanbeverylargeandstill notdegradetheperformancesignificantly.Figure118
showsa non-invertingcircuitwithprovisionsfor nullingalargeoutput-voltageoffsetowingto input
biascurrent.Manyoperationalamplifiershaveinternalprovisionsfor nullingtheinitial offset
voltage(Fig.119). Thisprovisionshouldnotbeusedto null offsetscausedbyinputbiascurrents
sincethis maycauseincreasedinputoffsetvoltagedrift whichis oftena morecritical problemin
flight-testapplications.

Oneof themostpopularvariantsof thenon-invertingamplifieris theimpedanceconverter(avol-
tageamplifierwithagainof I) shownin Fig.119.Figure119illustratesa veryhighinputimpedance
amplifiercircuitthatusesaprecision,low-drift,FETinputoperationalamplifier.Thiscircuit has
aninputimpedanceof approximately1015_ shuntedbynominally0.2pFandusesa drivevoltagefor the
inputguardandfor thetransducer-to-amplifiershield. Pin2 (theamplifierinvertinginputconnection)
is drivenbytheamplifierfeedbackto trackthevoltageonpin3 (this voltageshouldbeeSwhenRSis
muchsmallerthantheamplifierinputimpedance).Thisfeedbackvoltagecanbeusedto drivetheampli-
fier metalcase,the inputwiringshield,andtheguardringaroundthesignalinputterminalsto a
potentialequalto eS. Severaladvantagesderivefromthis guardingtechnique.Thefirst is that cur-
rentleakagepathsareminimized.Sincethepotentialdifferencesbetweenthecoaxialcablecenterwire
andits shield,betweentheamplifierinputterminalandthesurroundingprintedcircuit board(see
Fig. 120),andbetweentheamplifierandits caseareverysmall,currentleakagein thetotal circuit
is considerablyreduced.In addition,theguardingtechniquereducesnoisecontaminationandcapacitive
loadingfromthesource.Sincethereis verylittle capacitancethat thesourceis requiredto charge,
theapparentcapacitancepresentedto thesourceis verysmall(theamplifierfeedbackchargestheinput
circuit capacitance).
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APPENDIX C

INSTRUMENTATION (DIFFERENTIAL) AMPLIFIER

The ideal differential amplifier amplifies only the difference between two input signals (see
Fig. 121). This type of amplifier is useful for amplifying signals from resistive bridge circuits, which
are above ground, and for rejecting common-mode noise signals.

The amplifier of Fig. 121 qualifies as a general-purpose instrumentation amplifier when it possesses
the following: high input impedance; high common-mode voltage rejection; stable but easily variable
voltage gain A; low output impedance; adequate frequency bandwidth; and appropriate output drive capa-

bility. Integrated-circuit technology combined with the demand for large numbers of these types of ampli-
fiers has made them available in potted modules and hermetically sealed, flat metallic packages which

are ideally suited for flight-test voltage amplification purposes. It must be noted that even though
instrumentation amplifiers have differential inputs, there must be a return path for the bias currents.

When this is not provided, these bias currents will charge various stray capacitances, causing the
amplifier output to drift uncontrollably. Particular care must be used when amplifying outputs of

"floating" sources, such as transformers, ungrounded thermocouples, and ac-coupled sources, to provide a
steady-state current path from such input to the common. (When this is not feasible, see Appendix D.)

Figure 122 shows an example of a ground return for a floating (ungrounded) thermocouple circuit.

Typically, these integrated-circuit instrumentation amplifiers are cheaper to buy than to construct from
discrete components or operational amplifiers; however, to promote a better understanding of the capa-
bities and to provide a connection to the discussion on operational amplifiers, the following discussion
is included.

A differential-amplifier circuit constructed from a single operational amplifier is shown in

Fig. 123. Ideally, the amplifier is completely insensitive to the common-mode voltage eCM. In actual

practice, R2 and RI have to be very carefully matched to provide good common-mode rejection even when

the source resistance RSl and RS2 are zero. For real values of RSl and RS2, where RSI exactly equals

RS2, the common-mode rejection ratio is unaffected but the gain changes, as shown in

G : eo/e d : eo/(e 2 - el) : [R2/(R I + RS1)] (CI)

If Rs1 is not equal to Rs2, then the common-mode rejection ratio is degraded. The principal disadvan-

tages of the amplifier of Fig. 123 are the low input impedance and the difficulty in changing the gain.

Most of the limitations of the above differential amplifier can be eliminated by placing two non-

inverting operational amplifiers in the inputs as shown in Fig. 124. In this amplifier circuit, Rp is a

variable resistor which provides an easy (and very nonlinear) gain adjustment. The input impedance is

very high, which minimizes the effects of imbalances in RSI and RS2. A mismatch between the two resis-

tors labeled R produces a gain error without affecting the common-mode rejection of the circuit. For

convenience, RI and R2 are often made equal, because they must be very closely matched to achieve excel-

lent common-mode voltage rejection. In this case, the final stage performs simply as a differential-

input to single-ended output amplifier. Feedback resistors in all stages can be kept low to reduce the

output-voltage offset caused by the various input bias currents. When most of the amplifier gain is in

the first stage, the input offset voltages of these two input operational amplifiers determine the output-

voltage offset. When the input voltage offsets of each input amplifier are equal and track one another,

then the differential second stage cancels most of the input-voltage offset effects, including drift.

The input bias currents associated with the non-inverting inputs of the first stage flow through RSI and

RS2, and a mismatch between RS1 and RS2 or the two input bias currents will cause an output offset

error.

An example of an instrumentation amplifier circuit that has been optimized for very high input imped-

ance and high noise rejection is shown in Fig. 125. In this circuit, the common-mode input impedance is

typically 1015 _ shunted by 0.2 pF. This value of input impedance is achieved by very careful attention

to leakage paths, using input guarding, driven shields, and premium-grade FET-input operational ampli-

fiers A 1 and A 2. Amplifiers A 3 and A4 are not as critical. In this example, the signal input to each

amplifier (points I and 2), the input amplifier case (points 3 and 4), and the shield to the transducer

(points 5 and 6) are driven at the common-mode voltage eCM. This considerably reduces any common-mode

leakage paths and reduces the common-mode capacitive coupling paths. When the shield capacitances are

small, the buffer amplifier A4 (and its associated resistor 1/2R3) can be replaced by a wire between

points 7 and 8.

Normally, it is more economical to use mass-produced integrated-circuit instrumentation amplifiers

than to construct them; however, specialized requirements may dictate the use of a custom-built instru-

mentation amplifier.



126

i

el RS1

e o
eCM

Y

e o = A(e 2 - e 1 )

e o _ f(ecM)

Figure 121. Ideal differential amplifier

Tx<

CHROMEL

ALUMEL
F .... _COPPERT

Y

I Y I COPPER

I 1 RL

IREFERENCE
IOVEN

I
ITR J R ---"

Figure 122. Instrumentation amplifier for wngrounded

thermocouple circuit

el RS1 R 1

eCM __ ,_ _ ' _VV_,

eo! (R2/R1)(e 2 - el) ,

IF RS1 AND RS2 << R 1

Figure 123. Simple differential amplifier

F

I el_ Rsl
I
I

I _ RS2

VOLTAGE SOURCE

I

I

, ,4

I ,.. R R1 I R2 !'t

I DIFFERENTIAL INSTRUMENTATION I

[ AMPLIFIER ]

eo = (1 + 2[R/R A] )(R2/R1)(e 2 - e 1)

Figure 124. Instrumentation amplifier circuit constructed from

three operational amplifiers



eI

eOM 
e2

GUARD SHIELD
WIRING SHIELD ] .,_'_ _

f-, l.._JC,,_1

_._'_T® _o

' )@ ®

' RUC--'_® ,
---_,_,4%,_.o_ _

GUARD SHIELD

iRa

,R

R 1

R2

- O

Figure 125. High-input-impedance amplifier (All similarly numbered
resistors should be matched to within +-0.1%.)

127



IZ4

APPENDI<

ISOLATION AMPLIFIER

An isolation amplifier is used when it is essential that the amplifier input and output signals be
completely separated. Medical applications are typical situations in which extra isolation is warranted,
although special measurement applications sometimes demand the use of isolation amplifiers to limit noise

contamination or to protect critical system elements. An example of a commercially available frequency-
modulated, transforrmr-coupled isolation amplifier is shown in Fig. 126a (taken from Ref. 41). For this

amplifier, the best common-mode rejection performance can be achieved hy using twisted, shielded-pair
wires from the sensor to the amplifier terminals to reduce inductive and capacitive noise contamination.
To further reduce effective cable capacitance, the cable shield should be connected to the common-mode

guard drive as close to the input signal "low" as possible.

Although this circuit has many desirable features, it is still available in encapsulated modules that

are only 3.8 cm long, 5.1 cm wide, and 2 cm high. As shown in Fig. 126b, the input circuitry can sustain

a ±2,500-V potential difference between the input and the output circuits, lhe power-system ground por-
tion of the amplifier can sustain full line voltages of 120 Vac with reference to output ground without
disturbing the output. The input has its own isolated power supply which can be used to power, for ex _

ample, transducers and floated operational amplifiers. When using more than one isolation amplifier in

a system, the internal power oscillators in each unit can be synchronized to one another to prevent the
oscillators from producing beat frequencies in the output of the amplifiers. The unit considered here

has,a calculated mean-time-between-failure (MTBF) of over 2 million hours. The MTBF is a very important
parameter in amplifiers of this type.

The amplifier in Fig. 126 has its input protected resistively. This input protection serves two

functions: (I) protects the amplifier input against _ifferential overloads, and (2) protects the sen-
sitive input sources from supply voltage if the input amplifier malfunctions.

The device shown in Fig. 126 has the input configured as an instrumentation amplifier and its output

is a buffered output amplifier. Other configurations are also available, the most common being an input
that is configured as an operational amplifier. The operational amplifier input can be very useful for

performing such functions as summing, integration, and differentiation while retaining all the desirable
features of the isolation amplifier.
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APPENDIX E

CURRENT AMPLIFIER

A current source has a very high internal impedance and is most appropriately matched with a current

sensor that has a very low internal impedance. When operation amplifiers are used to implement the
current-amplifier circuit, a very low effective input impedance can be achieved. For example, in the

current-input/voltage-output (current-to-voltage) amplifier of Fig. 127a the input terminal marked (G)
is a "virtual" ground and thus has essentially zero input impedance Zi. In this example, the low input

impedance of the inverting-mode amplifier is a distinct advantage. Since Zs is typically very large, and

Zi is almost zero, all of the source current is available to the input terminal of the amplifier. The

voltage output is not restricted, since R2 can be any reasonable value, esp-_cially when FET or parametric

bridge operational amplifiers are utilized. The gain of the amplifier for steady-state offset voltages

and noise voltages is (R 2 + Zs)/Z S _ I. Thus, the error attributable to these parameters is small. The

current noise, however, can be quite important because of the large impedances; therefore, it is good

practice to include the capacitance C to reduce high-frequency current noise.

Figure 127b illustrates a simple voltage-to-current amplifier. In this configuration, the load must

be ungrounded. The operational amplifier provides the current to drive the load, and RI can be made rel-

atively large so as not to load the voltage source. If RI is made large, amplifier scaling can still be

provided through R3. The circuit of Fig. 127b can readily be modified to a current-to-current amplifier,

as shown in Fig. 127c. This circuit also must have an ungrounded load (the input and output may not have
a common terminal).

When a current output is required that must be grounded, the circuit illustrated in Fig. 128 is often

used. When the resistance ratios R3/R 4 and R2/R 1 are matched, the circuit will function as a true source

of current with a very high internal impedance (this occurs because the circuit contains positive feed-

back). Any mismatch in the resistor ratios will appear as a reduction in the equivalent current-source
internal impedance. The capacitor CL is included to reduce noise and prevent oscillation. In normal use,

R1 and R2 will be made large to prevent loading the input voltage source, and R3 and R4 will be made

small to minimize voltage drops. There are two limitations with this circuit: (I) the operational am-
plifier must have the output voltage swing available to provide the necessary maximum load voltage Ip__U_S

the voltage drop across R3 (keep R3 small), and (2) unlike the circuits of Fig. 127, this circuit can

have common-mode gain-deterioration errors (see Appendix A).

An example of picoampere current-to-voltage amplifier using a very high input impedance FET opera-

tional amplifier is shown in Fig. 129. This circuit uses guarding to reduce exterior noise inputs. In
this case, the coaxial shield, the input terminal guard (see Appendix B for details), and the isolated
metal container for the operational amplifier are all connected to ground. The lO-pF capacitor reduces

high-frequency current noise. With the amplifier used in this example, if the transducer is not current-
limited, amplifier failure can result from overheating owing to excess input currents. The resistance R
is included under these conditions to limit the input current to the specified maximum overload current.

Resistance R can be quite large without affecting the amplifier performance.

Under certain transducer failure modes, in some transducers, such as high-vacuum photomultipliers,

a high voltage may appear at the input to the amplifier. The amplifier in Fig. 129 has a JFET input and
its design requires protection when the source is not current-limited. (In a CMOS-input amplifier, over-

voltage protection would be required.)

Most operational amplifiers that are used as current-output sources have very high feedback impedance

which is often shunted with small capacitances. For example, if the feedback impedance is 1012 _ paral-

leled by 3 pF, the output is useful only at very low frequencies (the knee-frequency occurs at 0.05 Hz).

Output guarding can be used to reduce this capacitive shunting.

i
I
I

I

I

Is Zs I

I

_ I

CURRENT I
SOURCE I

__. _.J

eo

I ZL

I

I CURRENT-TO-VOLTAGE I I LOAD
L A_MPLI..FIER ] l

=-,sR2WHENZ_-0ANDZs-

(a) Current-to-voltage amplifier

Figure 12?. Three current amplifier circuits



132

I I _ ; I
I I _ I "2 I

I

+ I

: ! 'v R3 I

I

VOLTAGE I I VOLTAGE-TO -_._ I

SOURCE I I CURRENT AMPLIFIEF I
..... ..J __. ...... J

IL = (el/R1)(1 + [R2/R 3] ), ZS << R1

I_ZL
I

IL

LOAD

(FLOATING)

(b) Floating load voltage-to-current amplifier

IS ZS Ij R3

I
CURRENT I
SOURCE I

=-- .--I

(c)

CURRENT-TO-CURRENT "='-

LAM_.PL/FIER

IL = IS(1 + [R2/R 3] )

Floating Zoad current-to-current amplifier

I

: I

i ZL

I

IL

LOAD

(FLOATING) J

Figure 12?. Concluded

I_= -ei/R 4, WHEN R3/R 4 = R2/R 1 _L
---,.

Figure 128. Voltage-to-current amplifier _r_th

grounded load

CABLE J--_O"_'_ I ._^ ^ 1

_"'ELDr÷------" ;O_'_; •
- _ , J. _/,^._L._t_ -- I

,_, J, 1___ _] _
s_ Rs:_ / / CASE"I eO

I 'i I GUARD GROUND I 6

/ i i  ",ELD ! I
'T mV/pA INPUTeO = -1

Figure 129. Picoampere currenC-to-uoltage

converter with input guarding



133

APPENDIX F

CHARGE AMPLIFIER

Many transducers, such as the piezoelectric transducer and the variable capacitor transducer, operate
on the principle of converting of the measurement variable into an equivalent charge. The equivalent

circuits of two such transducers are shown in Fig. 130. Both circuits are basic charge generators, that
is, the measurand is expressed as a function of charge. The reason AQ is used in this figure is to stress
that charge generators cannot be used for measuring static inputs.

The charge amplifier discussed here is the charge-to-voltage converter. This is by far the most

popular charge amplifier for airborne applications (in industrial use, a charge-to-current converter is
sometimes used to drive long lines and to match with existing current-sensitive systems). Figure 131

shows two versions of the charge amplifier constructed using operational amplifiers. In most cases, FET
input operational amplifiers are used for this kind of application. The amplifiers shown in Fig. 131 are

configured as integrators. The amplifier output eo is a function of the integral of the input current;

that is, Q : fidt; therefore, the amplifier output voltage is a function of the charge input.

In Fig. 131, the shunt resistor RF around CF is required to provide a leakage path to amplifier com-

mon for the amplifier input bias currents. The resistors Ra and Rb are optional. The resistor Rb can be

used to protect an amplifier that uses JFET inputs, as long as it is not so large as tocause undue

voltage offset from the amplifier input bias current. The resistor Ra can be used also to protect the

input, but it is most often used for its stabilizing effect since it provides a high-frequency filter
effect, as shown in Fig. 132. Resistors Ra and Rb are not usually used together.

The amplifier configuration shown in Fig. 131b has no advantage over that in Fig. 131a and has the

disadvantage that the common-mode effects can be significant, particularly at higher frequencies. The
circuit of Fig. 131b suggests how two amplifiers can be combined to produce a differential charge

amplifier. The amplifier of Fig. 131a will be used in the following discussion.

In Fig. 131a, the output voltage eo is exactly that required to deposit a charge on CF, at the opera-

tional amplifier negative input terminal, that exactly equals the charge Q generated in the transducer.
The charge stored in the feedback capacitor CF is identical to Q, and this produces a voltage that is

equal to the value of the charge input divided by the capacitance of the feedback capacitor CF. Since

the negative input terminal is a virtual ground, the voltage across CF is eo and eo = Q/C F at midband

frequencies. The overall frequency response is shown in Fig. 132 when the low-frequency cutoff fCL is
defined as

fCL : - 1 (F1)

2_RFCF

Figure 132 also shows the high-frequency response cutoff fCH-

The actual circuit transfer function, including the effects of the feedback resistance RF, is

-A* SRF (F2)
e°/Q = 1 + A" SRF[(C T + Cc)/(1 + A*) + CF] + 1

where

a _ =

CC =

CF =

CT =

e0 =

Q =
s =

RF =

amplifier open-loop gain

coaxial cable capacitance

amplifier feedback capacitance

transducer capacitance

charge amplifier output voltage

transducer charge
Laplace mathematical operator (see Appendix I)
feedback resistance

In normal applications, A* is a very large value so that -A*/(A * + 1) _ -1. In general, (CT + CC)/

(I + A _) is much much smaller than CF. This last relationship is true when the cable or the transducer

capacitances are very small and the feedback capacitance CF is very large. If the relationships -A*/

(A* + 1) _ -I and CF >> (CT + CC)/(1 + A*) are valid, then the following equation is true:

eo/Q = -SRF/(SRFC F + 1) (F3)

It is important to observe in Eq. (F3) that the output-versus-input transfer function is independent

of CT, CC, RTL, RCL, and amplifier input impedances. The low-frequency cutoff is dependent only on R F

and CF and not on the various shunting capacitances, the transducer leakage, the cable and connector

leakages, and the uncontrolled amplifier input impedances. For these reasons, the charge-amplifier

systems, unlike the voltage-amplifier systems, do not require end-to-end calibration (that is, the

amplifier and transducer can be calibrated independently and cable effects neglected).
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From Eq. (F3), it can be seen that when the feedback resistor is removed (RF = -), the transfer

function has a steady-state response. This conclusion is valid except for the practical limitations
imposed by real operational amplifiers. Real operational amplifiers generate small offset and bias

currents in the input stages. Without RF, these bias currents would continue to charge the feedback

capacitance until the charge amplifier saturates. Resistance RF is very large in many cases (108 _ is

not unusual), and fCL thus can often be made 0. i Hz or smaller. In the interests of reduced noise, fCL

should in practice be no lower than actually required.

When charge amplifiers are driven into saturation, a recovery time is required. This recovery time

is in actuality the low-frequency time-constant, TL of the charge amplifier, as shown by

TL = RFCF = 1/(2_fCL) (F4)

For a typical cutoff frequency of 0. I Hz, the recovery time is approximately 1.6 sec. No data are avail-

able during this recovery period. To avoid saturation, actual charge amplifiers are usually made with

low gains. The rest of the gain is provided by a voltage amplifier as shown in Fig. 133. Using this
technique, a charge amplifier can be built that will normally not saturate when driven by a signal that
exceeds the full-scale input signal by more than a factor of I0. In test environments that have consid-

erable noise inputs above 0.2 fn, input filters may be required since these signals may be outside the

amplifier passband and cause the amplifier to saturate without showing any, indications in the output sig-
nal that this has happened.

Figure 134 shows a charge amplifier with a noise source included to analyze the effects of input
shunt capacitance on the amplifier performance. In this analysis, the effects of RF have been ignored;

however, these effects are covered in Ref. 19. The charge amplifier noise gain (e_/e_) is a function

of the transducer and cable shunt capacitance:

e_/e_ m (C s + CF)/C F (F5)

where

CF = amplifier feedback capacitance

C S = CT + CC = total amplifier input shunt capacitances

e_ = serial input noise voltage

eG = noise output voltage

These capacitance effects must be considered even though the charge amplifier gain is independent of

these parameters. The noise gain derived from Fig. 134 (above the low-frequency cutoff) approaches the
term shown in Eq. (F5) (Ref. 19), and as can be seen from the equation, the shunt input capacitances

should not be permitted to increase indiscriminately if good noise rejection is to be retained.

When using charge amplifiers, the total external input shunt resistance is also important, because

it affects the amplifier noise and stability. Many charge amplifiers do not operate properly with a

shunt resistance below several hundred megohms. Although special charge amplifiers are available that

can operate from sources with shunt resistances as low as 1 k_, from a noise standpoint it is desirable

to avoid these special circuits. The noise gain of the amplifier at very low frequencies is proportional

to (RF + Rs)/R S (as long as this ratio does not approach the open-loop gain of the amplifier (Fig. 135)).

This noise gain has a cutoff frequency fc = 1/2_RsCF and increases below fc at 20 dB/decade until it

reaches the low-frequency cutoff fCL of the charge amplifier; at that point, the amplifier noise gain

levels off at (RF + Rs)/R S (Fig. 136, this curve taken from Ref. 19).

The charge amplifier is a very desirable remote signal conditioner for piezoelectric transducers. It

has some very useful characteristics and very few limitations. When the limitations are observed, it is

the most desirable remote signal-conditioning technique for piezoelectric and other charge-generating
transducers.
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C T = TRANSDUCER CAPACITANCE

EB : BIAS VOLTAGE

eo = TRANSDUCER OUTPUT VOLTAGE

K 1 = PIEZOELECTRIC CRYSTAL CHARGE SENSITIVITY

K2 = TRANSDUCER SENSITIVITY

Q = TRANSDUCER CHARGE
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CHANGE, &X
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AX = DYNAMIC MEASUREMENT VARIABLE (MEASURAND)

Q/(_ CT RTL

40 : K1AX

eo = AQ/C T = KI_X/C T
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Figure 130. Examples of two charge-generating transducers
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A' = OPERATIONAL AMPLIFIER OPEN-LOOP GAIN

CC = COAXIAL AND CONNECTOR CAPACITANCE

CF = FEEDBACK CAPACITANCE

CT = TRANSDUCER CAPACITANCE
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CS = C T + CC (FROM FIG. 131)

e_l = SERIES NOISE VOLTAGE

eo = OUTPUT NOISE VOLTAGE CAUSED BY e N

Q'e. _ I IcF I

cs ]
Figure 134. Charge-amplifier input shunt

capacitance noise analysis circuit
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APPENDIX G

ALTERNATING CURRENT COUPLED AMPLIFIER

Instrumentation and operational amplifiers are both steady-state devices. Both types of amplifiers

have more than adequate bandwidths to meet the usual requirements of flight data acquisition. As a gen-
eral rule, it is not desirable to have bandwidths that are significantly larger than required to pass the

data, since this allows the ever present noise to be amplified. One type of noise that is particularly
troublesome is low-frequency drift, or level shift. Some transducers are prone to drift, and when the
signal of interest is a low-level dynamic parameter, then an ac amplifier is desirable.

Figure 137 illustrates two operational amplifiers used as ac amplifiers, in both cases the source

impedance is assumed to be insignificant relative to RI. In the amplifier of Fig. 137a, an operational

amplifier is connected in the inverting mode. This amplifier has a low-frequency cutoff fCL:

fCL : 1/(2_RICI) (G1)

Below fCL, the attenuation with decreasing frequency approaches 6 dB/octave. The inverting mode ac am-

plifier has an input impedance of approximately R1 in the passband. It is typical that when the source

resistance is large, the source resistance tends to vary over a wide range of values. This variable-

source resistance directly affects the gain (A) and frequency cutoff (fCL). To overcome the effects of

the source resistance, the amplifier shown in Fig. 137b is often used.

The amplifier of Fig. 137b uses feedback to generate a large amplifier input impedance. The input
impedance of this circuit for an ideal operational amplifier (an operational amplifier with infinite gain
at all frequencies) is

Zi = R1 + R2 + (lljmC2) + jmCIRIR 2 (G2)

As the frequency increases, the jmCIRIR 2 term becomes quite large and dominates the other terms in the

equation. The open-loop gain of a real operational amplifier decreases as the frequency increases, which
eventually causes the input impedance to decrease.

R 2

e7
(eo/el)(S) = -(R2/R1){s/[s + (1/RIC1)] }

(a) Single-ended inuerting mode ac amplifier

Figure 13?.

el(

c 2
R2

R3 eo

.1 l
_1_

eo =el(R 1 + R3)/R 1

fCL =1/2_RC WHERE RC=R1C 1= R2C 2

ATTENUATION BELOW fCL IS -12 dB/OCTAVE

(b) Single-ended non-inverting mode ac

amplifier

Amplifiers constructed from operational amplifiers
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APPENDIX H

CARRIER-AMPLIFIER SYSTEM

The carrier-amplifier system has many desirable characteristics, particularly when it is used with

non-self-generating transducers. A carrier-amplifier system can be implemented with various degrees of
sophistication; however, the advent of economical integrated circuits, such as the phase-sensitive demod-

ulator, has made the carrier system far easier to implement.

To be used with a carrier amplifier system, a self-generating transducer requires modulation. This

modulation is most often accomplished with an integrated-circuit multiplier. The modulation process is
illustrated by the following equations:

(C sin mct)(A + B sin USt) : (CA)sin tact -(CB/2) cos (IC + ms)t

+ (CBI2) cos (_C - =s) t (HI)

where C sin Wct is the carrier signal, and (A + B sin mst ) is the data signal. Note that this is a

suppressed carrier-modulation system (the carrier does not exist in the output unless there is a steady-

state component (A) in the signal). The signal frequency will appear as an upper sideband (mc + ms) and
a lower sideband (=C - ms) around _C"

A non-self-generating transducer has a variable impedance as a function of the measurand of interest.

In these transducers, the variable impedance is often used to implement the modulation. Figure 138 illus-
trates an example of a carrier-amplifier system which is used with a resistive strain-gauge bridge trans-

ducer. The measurand X is represented by a sinusoidal input, X = K 3 cos (2_fs)t. The bridge-excitation

voltage is the carrier oscillator output voltage, eC = K5 cos (2_fc)t. The differential output voltage

of the bridge eA is the product of AR and i C (the bridge excitation current). Various constants of

proportionality (Kn) are used in Fig. 138 to simplify the equations.

The advantages of using an ac bandpass amplifier to accomplish the system amplification are numerous:

(I) using an ac amplifier avoids the amplifier noise sources such as output-voltage offset and low-
frequency transistor flicker noise; (2) the noise pickup in the amplifier passband is small when the
carrier frequency has been selected to lie in a portion of the frequency spectrum where there is rela-

tively little electrical noise; (3) when fc >> fs, the amplifier noise passband is also quite small, (2fs);

and (4) the voltage gain of narrow-passband amplifiers can be made quite large and retain stability. The

demodulator need not be a phase-sensitive demodulator if the input is unipolar. In this example, the
transducer output is bipolar and a phase-sensitive demodulator is required. The phase-sensitive demodu-

lator is more complicated than a simple half-wave rectification demodulator, but the phase-sensitive
demodulator provides excellent noise-rejection characteristics in addition to its ability to demodulate
bipolar signals.

When the output of the demodulator is passed through a low-pass filter that passes essentially the

highest signal frequency of interest, then a signal proportional to the input measurand, as shown in
Fig. 138f, will be seen at the filter output. Figure 139 illustrates one implementation of the band-

pass filter, multiplier demodulator, and low-pass filter portion of the system. Other demodulator types
include the switching demodulator and the rectifying demodulator.

LONG TRANSMISSION

LINES

_ ? I•= ,, __ AMPLIFIER

]  'SYNC"RONOOSI

CARRIER FOSCILLATOR _ ASS

ELECTRICALLY - I I

NOISY I
R >> AR

ENV, IRONMENT I
---- _j AR = KIX

X = INPUT MEASURAND

eo = K2X

(a) Reeistiue-bridge transducer carrier-amplifier system

Figure ]38. Carrier-amplifier eystem used with resistive-bridge
transducer
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APPENDIX I

THE ACTIVE FILTER

1.1 INTRODUCTION

This appendix contains background information on the use of the decibel in filter circuits and
information on transfer functions as applied to filters. It also presents some actual filter circuits.
The filter circuits include low-pass filters, high-pass filters, bandpass filters, and band-reject

filters. In addition, techniques for scaling component values and frequencies are discussed, and a few
comments are provided about desirable circuit components.

The emphasis herein is on active filters, because active filters are so useful as flight data-

acquisition filters. These filters can be easily constructed in a small package to function at fre-

quencies from 0. I Hz to I kHz, the frequency range of most airborne data. Passive filters, designed
for lower frequency operation, in contrast, are usually quite large and expensive.

First-order filters and the second-order Bessel, Butterworth, and Chebyshev filters are relatively

easy to understand through an examination of the transfer function. The Cauer filter will also be dis-
cussed, but the transfer function is so mathematically complex that it is usually solved on a computer

and the results presented in tabular form (see Ref. 42). Filters such as the equiripple approximation to

the linear phase filter have no presently known closed-form solutions so an iterative procedure has been
devised. Reference 12 provides listings for such types of passive filters. Fortunately, the most pop-
ular filters - the Bessel, Butterworth, and Chebyshev filters - are easy to analyze mathematically.

For the purpose of illustration, a parallel comparison of the active and passive filters will be
made, Passive filters are constructed using resistors, capacitors, and inductors. The active filter is

constructed of resistors, capacitors, and operational amplifiers. Active filters could use inductors as

multiorder passive filters do, but at low frequencies the inductors are large and expensive. In addi-
tion, because of physical constraints, inductors at low frequency are limited to low values of quality
factor, Q. This limitation in Q values means that steep filter cutoff and narrow bandpass are not

possible with low-frequency filters that contain inductors.

Active filters are smaller, lighter, and less expensive than passive filters; require little magnetic

shielding (no inductor); have high input and low output impedances; provide selectable gain greater than

1; are easy to tune; and are of simple design. On the other hand, active filters require regulated power

supplies; they introduce noise, drift, and offset; they become saturated at high amplitudes; and their

efficiency is decreased at frequencies from 0.1-1MHz.

Despite its disadvantages, the active filter is the most desirable airborne signal-conditioning

higher-order filter. The ready availability of economical integrated circuit operational amplifiers and

voltage regulators makes the use of active filters possible.

1.2 LDGARITHMIC RATIOS FOR DESCRIBING FILTER RESPONSE

The decibel (dB) is extensively used in filter applications. The power relationship in decibels is

expressed as 10 times the logarithm of the ratio of the output power to the input power (see Eq. (11)

and Fig. 140). A power ratio of 2 represents 3 dB, and a power ratio of 10 represents 10 dB, with a

power ratio of 100 being expressed as 20 dB. Since passive filters display output-to-input power ratios
less than 1, the description of the filter characteristic in decibels will be a negative number. Active

filters are characterized by gains of either negative or positive values, since gains of both more than

I and less than 1 are possible. The output-to-input ratio is important because logarithmic analysis may

only be applied to dimensionless numbers.

Logarithmic ratios combined with a logarithmic frequency scale are very useful when representing

filter characteristics in graphical form. To a first-order approximation, most filters can be repre-

sented on such a graphical format as a series of straight lines. Another, almost equally important

advantage is that the frequency response can be quickly derived by simple observation of the filter

transfer-function equation or, conversely, the filter transfer-function equation can be quickly approxi-

mated from observation of the experimentally derived frequency response.

To take the logarithm of a quantity that has dimensions, the quantity must be made dimensionless,

which can easily be accomplished. For example, in Fig. 140, the output power PL can be divided by the

input power Pi:

Power gain (dB) = 10 loglo (PL/Pi) (11)

The definition of the power ratio is the ratio of the input power Pi across the input impedance Zi to

the output power PL across the load impedance Z L, as in Eq. (11). However, when the voltage ratio is

used,

PL = (eo2/ZL) cos e2 (12)

and

Pi : (ei2/Zi) cos oI (13)
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By substituting Eqs. (12) and (13) into Eq. (II), the following equation is derived:

Power gain (dB) = I0 loglo(eo/ei) 2 + I0 IOglo(Zi/ZL) + I0 loglO(COS Ol/COS 02) (14)

In these equations, eI and e2 are phase angles of the impedances Zi and ZL, respectively. When the

impedances Zi and ZL are resistive ((cos el/COS e2) = I), the last term in Eq. (14) is zero. Also,

when the two impedances Z i and Z L ire equal, the second term in Eq. (14) is zero. When both of these

conditions are met, Eq. (14) reduces to an equation that is used to express the voltage gain of a filter:

Voltage gain (dB) = 20 log(eo/ei) (15)

In practice, equal phase angles and equal input and output impedances are rare. Equation (15) is widely
used to represent power gain in terms of voltage gain; however, when the conditions of equal input and

output impedance are not considered, Eq. (15) does not represent power gain. The voltage gain is a use-
ful filter performance measure in its own right and is used throughout this volume to quantify filter

performance. In this volume, unless otherwise specified, the term "gain" means voltage gain, even though
expressing voltage gain in terms of decibels is not rigorously correct.

Using Eq. (15), it can be demonstrated that a voltage gain of 2 (that is eo/e i = 2) corresponds to a

gain of +6 dB. Also, when an input voltage to the circuit of Fig. 140 results in an output voltage that
is half that of the input voltage, then from Eq. (15) the signal has been "amplified" by -6 dB. Thus, an
output voltage that exceeds the input voltage, that is, a gain, is expressed as a positive number, and an
attenuation is shown as a negative number.

1.3 TRANSFER FUNCTION AND FILTERS

The purpose of this section is to demonstrate how the equations that describe output-versus-input
relationships of linear lumped-parameter filters can be written directly in an operational mathematical
form called a transfer function. The approach used here is called the Heaviside technique after its

originator. In this text, these transfer functions will be used to illustrate how specific features of
a filter can be deduced from the transfer function (for example, its order and roll-off characteristics)
and to derive the steady-state sinusoidal amplitude and phase response of the filter.

The reason that the transfer function is so popular in filter analysis is twofold: (I) s-plane techniques

can be used to perform sophisticated analysis of filters under transient and other input/output condi-
tions; and (2) considerable information can be determined about filter characteristics by inspection

of its transfer function. In this text, the emphasis will be on the use of the transfer function by the
person who is not a filter specialist.

When a voltage is applied to the lumped-parameter linear filter of Fig. 141, the transfer function is

H(s) and it is equivalent to (eo/e i) (s), s being in general a complex mathematical operator having both

real and imaginary parts; in this text, however, s will be equated to its steady-state sinusoidal equiva-
lent (jm). Table 11 lists transfer functions for first- and second-order all-pole filters.

TABLE 11. - TRANSFER FUNCTIONS OF FIRST- AND SECOND-ORDER ALL-POLE FILTERS

Type of
filter

Low-pass

Bandpass

High-pass

First

K_c/(S+ _c)
None

Ks/(s + _C)

Filter order a

Second

Kmc2/(s2 + dmcS + mC2)

KmcS/(S2 + dmcS + mC2)

Ks2/(s 2 + dmcS + mC2)

aK = circuit gain; mC = filter cutoff frequency,

rad/sec; s = Laplace operator and equals jm for

a steady-state sinusoidal input; d = filter
damping factor.

In all lumped-parameter filters, that is, filters for which all the impedances are specific values of

resistance and capacitance (no distributed parameters), the transfer function can be expressed as the
ratio of two polynomials, N(s) in the numerator and D(s) in the denominator, such as

H(S) : N(s)/D(s) (16)

The roots of the polynomial in the denominator D(s) are referred to as poles, and the roots of N(s),

which are located in the numerator, are referred to as zeros. The denominator polynomial D(s) can be
expressed as

D(S) : s n + al s n-I + a2 s n-2 + ... + an-I s + an (17)

The order of the filter is the largest exponent of s in the polynomial.

In the all-pole filters of Table II, the eventual filter attenuation is (6n) dB/octave

((2On) dB/decade)). In all filters of a given type - for example, Bessel, Butterworth, Chebyshev_ or
Cauer filters - the order n determines the sharpness of the filter roll-off outside the passband.
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Figure142illustratessomesimplifiedlow-passButterworthfilter amplituderesponsecurvesof
variousordersn. Circuitcomplexitytendsto increasedirectlywiththefilter order,anddiminishing
returnsarerealizedwithhigher-orderfilters.

Thefourmostpopularairbornesignal-conditioningfilters aretheBessel,Butterworth,compromise,
andChebyshevfilters. Thesefilters areoftencalledall-polefilters becausetheyhavenopolynomial
series,suchass + aor s2+ as+b in thenumerator,andnoattenuationripplein thestopband.Note
thatall-polebandpassandhigh-passfilters dohaveasimplezeroin thenumeratorat s =O. Thepopu-
larity of theall-polefilters mayhavehadits originsin theeaseof mathematicalanalysis.In con-
trast, manyof therecentlyevolvedfilters, suchastheCauerandequiripplephase-responsefilters, are
usuallysolvedwiththeaidof computers.All-polefilters arereadilyavailableandnormallyadequate
for all butthemostexactingapplications.

Filters thathavezerosin thenumerator,suchastheCauerfilter, canbetailoredto havea
veryhighrateof attenuationjust beyondthefilter cutofffrequency.Thishighrateof attenuation
is achievedbyplacinga zeroslightlyoutsidethefilter bandpass.Afilter of this typewill have
a sharperband-edgeattenuationthan,for example,aButterworthlow-passfilter of thesameorder.
Adisadvantageof thesefilters is a reboundfromtheinfinite attenuationzeroanda loweroverall
stop-bandattenuationthanaChebyshevor Butterworthfilter (seeFig.26)at higherfrequencies.As
explainedin Sec.3 (underFilters), sharpcutofffilters, althoughtheyperformverywellwithsteady-
statesinusoidalsignals,producewave-shapedistortionsin transientsignals(themostcommoncasein
flight-test data).

ThetransferfunctiondevelopedhereutilizestheHeavisidetechnique,andis usefulfor transient
analysisusingthemethodsdevelopedfor theLaplacetransformwhenall thecircuit voltagesareini-
tializedto zero. Thiscaneasilybeaccomplishedfora steporpulseinput. Forthis typeof analysis,
referto a textonLaplacetransformations.

Thesimplifiedfilter transferfunctionasafunctionof s is relativelyeasyto determine.The
orderof thefilter canbereadilydeterminedbyinspectionof thesimplifiedpolynomialin thedenomi-
nator,sincethehighestorderof s in thedenominatoris theorderof thefilter. Byreplacings with
jmandsolvingfor therealandimaginarypartsof thetransferfunction,thesinusoidalsteady-state
amplitudeandphaseresponseof thefilter canbedetermined.

In this first exampleof howto deriveandutilizea filter transferfunction,thecircuit of Fig. 143
will beused.Thisis afirst-order,low-passfilter, with-6dB/octaveroll-off. Theoperationalam-
plifier is assumedto beideal(seeAppendixAfor backgroundonoperationalamplifiers).Sincethe
operationalamplifieris ideal,13= 14and,therefore,

(ei - e2)/R3=e2/(I/sC) (18)

(Notethattheequationis writtendirectlywiths replacingjm;this is theHeavisidetechnique.)Also
bythesamereasoningII = 12ande2=e3;therefore,

e3/RI : (eo- e3)/R2 (19)

BycombiningEqs.(18)and(19),thetransferfunctionH(s)is

I/R3C (Ii0)H(s): (eo/ei)(s)= (I + R2/R I) s+- (I/R{C)

Table 11 lists some common transforms for various types of all-pole filters. By comparing the

transfer function derived from Fig. 143 with those of Table 11, the derived transfer function corresponds
to that of a first-order, low-pass filter when K : (I + R2/RI), which is the low-frequency gain of the non-

inverting operational amplifier. Also, mC equals I/R3C, that is, fc = I/(2_R3C), where fc is the filter

cutoff frequency as defined in Sec. 3.

To solve the transfer function for the steady-state sinusoidal response, jm is substituted for s and

mC for I/R3C in the transfer function; the result is

,(J l oK[I/(I÷ (111)
where H (jm) is the steady-state sinusoidal transfer function. To resolve H(jm) into its real and imagi-

nary parts, both the numerator and denominator are multiplied by the complex conjugate of the denominator,

that is, by I - j(m/mC). The transfer function for steady-state sinusoidal inputs, H(jm), then becomes

or

H(jm) : K(a - jb) (113)
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The complex transfer function H(jm) may be represented as a vectorial quantity, as shown in Fig. 144;

therefore, the magnitude of the gain I H(jm) I or G(m) is derived by taking the square root of the sum of

the squares of the real and imaginary quantities a and b. These relationships in a and b (which are true

for all transfer functions which have been resolved into real and imaginary parts) and the phase shift @

are shown in the following equations:

G(_) =I H(j_) I = K a_ + b2 (114)

@ = -arctangent (b/a) (115)

For the filter of Fig. 143 the magnitude of the steady-state sinusoidal amplitude response G(m) is

G(m) = I eo/ei I : K /F-------i-----2-72 + F
_/_C 72

VLI J LT-X- -7 j) J

or

%-

: K (I17)

The phase response as a function of m is

@ (m) : -arctangent (m/%) (118)

In both of the above equations mC = I/R3C , so the filter can be designed for any cutoff frequency

The filter response of Fig. 143 is plotted in Fig. 23 (note in this plot that K is assumed to be i).

When R 3 and C in Fig. 143 are interchanged, the transfer function is found to be that listed in

Table 11 for a first-order high-pass filter where mC equals 1/R3C. As shown in Table 11, there is no
first-order bandpass filter.

The second example of how to derive a transfer function from an active filter will use the circuit of

Fig. 145. Again, assuming that the operational amplifier is an ideal operational amplifier, then

11 = 12 + 13 and e3 = %, and, therefore,

also 13 : 14, so

e I - e2 e2 - eo e2 - eo

R1 I/sC 1 R 2
(119)

Using Eqs. (119) and (120), which express the voltage relationship, e 2

transfer function eo/e I is

e 2 - eo eo
......... (120)

R2 I/sC 2

can be eliminated and the

11(RIR2C1C2) (121)

H(s) = (eo/el)(S) s2 + s[(R1 + R2)/RIR2CI] + (I/RIR2CIC2)

When this is compared with Table 11, it is found to be in the format of a second-order, low-pass filter.

For this filter, the cutoff frequency mC is

mC = 1/_(RIR2ClC2) (122)

and K = I. Thus, the cutoff frequency is now defined in terms of R1, R2, C1, and C2. The filter damping

factor d can now be determined to be

d = (R1 + R2)_(C21(RIR2Cl) (123)

A plot of the steady-state sinusoidal amplitude and phase shift responses have already been shown in

Fig. 24 for three values of filter damping factors d. From Table 11, using the techniques explained in

the previous example, the equations describing these curves are

G(_):I (eo/el)(_)I: 1/_(_/%)4+ (_/%)2(d2- 2) + I (124)
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and

@(_) =-arctangent{d_/_C)/[l- (_/_C)2]I (125)

Many applications call for high-order filters with a specific cutoff frequency. The natural initial

approach to developing a filter of this type is to combine two lower-order filters. This is a feasible
technique, but the combination is not a simple one. When the two Butterworth filters of Figs. 143 and

145, each with cutoff frequencies of fc, are combined in series they will not produce a third-order, low-

pass Butterworth filter with a cutoff frequency at fc. Butterworth and Chebyshev polynomials for n = 2

through 8 or higher may be found in filter reference texts. These polynomials may be used in com-
bination to match the desired filter order. These higher-order polynomials in the denominator can be

factored into a combination of first- and second-order polynomials, which means that all filters can be
synthesized entirely from first- and second-order sections. Figure 146 illustrates how two second-order

filters can be combined to produce a fourth-order, O.5-dB, peak-to-peak, ripple Chebyshev filter.

Manipulation of these polynomials to achieve a particular filter characteristic by trial and error
is a very difficult task. In general, a circuit will be illustrated for a given family of filters.

These circuits are usually specified at one frequency and at one set of resistances and capacitances.
When it is desired to shift the frequency or component values, they can be scaled by the techniques
shown next.

1.4 SCALING FILTER FREQUENCY AND IMPEDANCE

There are many reasons why it is desirable to scale filter impedance or frequency. The most common

is that filters are tabulated to function at a specified frequency which is different from the desired
operating frequency. When the frequency is scaled to the desired frequency, the component values may be

impractical or difficult to locate, thus the impedances must often be scaled as well.

The filter in Fig. 147 is a specific application of the filter in Fig. 143 where R3 is zero (that is

the gain is 1), mC equals i rad/sec as a result of the specific RI and CI values. To use this filter at

40 Hz, use the rules in Table 12 and proceed as follows:

Rule 1: Since fc : mC/(2 _) and where mC : 1, then fc = 40 Hz, and fc/f_ = 3.98 x 10-3 . The resist-

ance values are multiplied by 3.98 x 10-3 , producing an R" _ 4 x 10-3 _. In this example, the value C is

not frequency-scaled as all the scaling is accomplished by scaling the R value.

Now the frequency is the desired 40 Hz, but 1F is an impractically large capacitance and 4 x 10-3 R is

too small to be usable. Rule 2 must now be used to adjust the circuit impedance to a more realistic
value.

Rule 2: To adjust the circuit impedances, a constant K equal to 107 will be used.

new impedance R" and C" where

R" = KR _ : 40 k_

C" = C/K = 0.1 uF

This produces a

(126)

(127)

Both of these values are available as standard value components.

Table 12. - RULES FOR SCALING FILTER CIRCUITS

Rule 1: To scale a filter frequency from fc to a new frequency f_, multiply the value(s) of the

frequency-determining resistor(s) or capacitor(s) by fc/f_.

Rule 2: To scale filter impedances to obtain standard values of capacitance or resistance with-

out changing the frequency response, select a constant K, multiply the values of the

frequency-determining resistors, and divide the values of the capacitors by the con-
stant K.

It is important to note that for the filter of Fig. 147, the voltage source to the filter must pro-

vide a resistive path to ground for leakage currents. In addition, this voltage source internal imped-
ance must be very much smaller than R" if it is not to affect the frequency. When the voltage source
impedance is resistive and stable, it can be included as a part of, or all of, R".

1.5 FILTER CIRCUITS

A limited number of active filter circuit categories will be addressed, since several different cir-

cuits can be used to implement each of the transfer functions. The following sections will illustrate
those circuits that offer some particular virtues. These virtues include ease of tuning, low sensitivity
to component variations, and high circuit isolation. The strengths and weaknesses of each included

filter circuit will be briefly discussed.
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The broad filter categories covered are (1) the low-pass filter, (2) the high-pass filter, (3) the

tuned band-pass and band-reject filter. The high-pass filter would, in practice, normally be combined with

the low-pass filter to form a broadband bandpass or broadband band-reject filter.

1.5.1 The Zero-Offset Low-Pass Filter

The typical direct-coupled, low-pass active filter has a voltage offset that causes an undesirable

level shift which is troublesome when the filter has a low-level input voltage. Figure 148a is the sche-

matic of a filter that eliminates any steady-state offset contributions from the operational amplifier.
Figure 148b illustrates the use of the filter in a circuit. The circuit transfer function is derived in

this case to demonstrate how the circuit functions.

To derive the transfer function, refer to Fig. 148b. Since 12 = 13 for an ideal operational

amplifier, then assuming the voltage source resistance RS is zero, the following equations representing

the circuit voltage relationships can be used to solve for eo/e I as a function of s by eliminating e2:

eosC1 = -e2/R2 (128)

Also, 12 = 11 + 15, 14 = 15 + 16 and e3 = O; therefore,

eosC 1 = [(e I - eo)/R1] - (e2 - eo)sC 2 - eo/R L (129)

The transfer function H(s) is

H(s) : (eolel)(S) = II(RIR2CIC2)

s2 + s[(Cl + C2)/R2CIC 2] + [I + (R1/RL)]/RIR2CIC 2

Now when RL is very much larger than R1, the transfer function is

H(s) = I/(RIR2CIC2)

s2 + s[(C 1 + C2)/R2CIC2] + 1/RIR2ClC 2

(130)

(131)

This transfer function is identical to that derived for the circuit in Fig. 143 and is that of a second-

order all-pole low-pass filter. As explained in Sec. 3, depending on the value assigned to the filter

damping factor d, this type of filter can be made to function as a Bessel, compromise, Butterworth, or
Chebyshev type filter. From the transfer function, it can be determined that

m C : I/_ (132)

and

d = RI(Cl+ C2)/_ (133)

In order to avoid interaction between the filter cutoff characteristics and the filter cutoff fre-

quency, it is desirable to make the values of d and mC independent of each other. In this case, these

parameters interact and are not independent. Since there are fewer standard values of capacitors, and

since resistors are more easily trimmed than capacitors, it is often convenient to make all frequency-

determining capacitors in the filter equal.

When C I = C2 = C, then

2_f C = wc = 1/C R_'RT_ (I34)

and

d : 2 RI_'R__ (135)

The first step is to choose the filter damping factor d that defines the ratio of R 1 and R 2. Then a

value is selected for the capacitors C that provides appropriate values of R1 and R2 at the desired fre-

quency fC- Table 13 illustrates the above filter with some actual resistor and capacitor values selected

to provide a cutoff frequency fC of 1 kHz. For any other cutoff frequency, the scaling techniques are

used that were covered earlier in Table 12.



TABLE 13 . -- ZERO-OFFSET SECOND-ORDER LOW-PASS FILTER (fc = 1 kHz)

F l
el _ e°
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Damping
Filter type coefficient, d

Bessela

Compromise
Butterworth b

Chebyshev

O.25-dB ripple

l-dB ripple

1.732

1.564

1.414

1.236

1.049

aThis filter, unlike most low-pass acti

RI, k_ R2, k_

13.8 18.4

12.5 20.4

11.3 22.5

9.83 25.8
8.43 30.0

C, I_F

0.01

0.01

0.01

0.01

0.01

ve filters, does not

require the source to provide a resistive return to amplifier
common; however, it does require the source impedance Rs to be

much much smaller than RI, or that Rs be a stable resistance

and be included in RI. The load resistance should be much

larger than (RI + RS).

bResistance R3 is optional and would be included to reduce the

effects of the input bias currents. These input bias currents
will not produce output offset in this filter; however, if the

input bias current is large enough, it can cause the opera-
tional amplifier to saturate and the filter to become inopera-
tive. If R3 is used, then usually R3 _ R2,

1.5.2 Voltage-Controlled Voltage-Source Low-Pass Filters

The voltage-controlled, voltage-source (VCVS) low-pass filter circuit has a high input impedance and
low output impedance and, as a result, reduces circuit interaction. The circuits are easier to tune than

most other circuit configurations and can be adjusted over wide ranges without substantial interaction of
the critical parameters.

The circuit for the second-order low-pass VCVS filter is shown in Fig. 149. The transfer function
for this circuit is

H(S) : (eo/el)(S) :
K/RIR2ClC2

s 2 + s[(1/RIC1) + (I/R2CI) + (I - K)/R2C2] + I/RIR2ClC 2

This equation can be shown to be in the format of the second-order low-pass filter of Table 11.
the format of Table Ii, the following circuit relationships are derived:

and

K = (circuit gain at m = O) = 1 + (Ra/Rb)

mC = 2_fc = I/VRIR2ClC2

(136)

Using

(137)

d : _ + "VRIC2/R2C1 + (1 - K)VRICI/R2C 2 (138)
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Various assumptions can be made to simplify the above equations. It will be assumed that R1 = R2 = R and

that CI = C2 = C. With these circuit constraints, the above circuit relationships simplify to

mC : 2xfc : I/RC (139)

and

d : 3 - K (140)

This circuit is shown in Fig. 150. As can be observed, mc can be tuned independently of d and K, and d

is a function only of the circuit gain K.

Note that in this type of low-pass filter, voltage offsets from the operational amplifier are added
directly to the output signal and appear as data. This is normally not a major limitation when the input

signals are large or when special low-output, offset-voltage operational amplifiers are utilized. Output
offset voltages can also be reduced by applying proper circuit precautions (see Appendix A for a

discussion of these techniques).

Tables 14-17 contain tabulated circuit values for the Bessel, Butterworth, and O.5-dB, peak-to-peak,

ripple Chebyshev filter responses. These filters were derived from tables in Ref. i0. The Bessel

filters are frequency-normalized to unity group delay, that is T(m) = 1 sec at m/mC = I. The Butterworth

filters are frequency-normalized to produce a steady-state amplitude response of -3 dB at mC" For the

Chebyshev filter response, the cutoff frequency mC has been redefined from the earlier definition and is

now defined as the frequency at which the amplitude response first exceeds the specified ripple (in this

case, as it crosses 0 dB; see Fig. 146). The value of 0.5 dB was chosen because it represents a maximum

deviation in the passband of about 6% (from m = 0 to m : mC). This can be contrasted with the popular

Butterworth filter. Although the Butterworth filter has no ripple in the passband (any all-pole

filter with less damping than a Butterworth filter will have a ripple in the passband), it has an ampli-

tude deviation of about 29% at mc.

TABLE 14. - SECOND-ORDER, VCVS, LOW-PASS FILTER CIRCUITS (fc = I kHz)

II

I IRI2oR:a

i Rb'eo

Filter Damping
response coefficient, d

Bessela

Butterworth b

Chebyshev c
(O.5-dB peak-to-

peak ripple)

aThis Bessel filter

_Im C = 1.0.

R, k_ C, uF Gain
K = 3 - d = 1 + RaRb

1.732 = _/_ 9.189 0.01 1.268

1.414 = _ 15.92 0.01 1.586

1.1578 12.93 0.01 1.842

s frequency-normalized to unity delay T(m) = 1 sec at

bThis Butterworth filter is frequency-normalized to be -3-dB response at

_/_C = 1.0.

CThis Chebyshev filter is frequency-normalized so that the amplitude response

at the band-edge passes through the lower boundary of the ripple band at
_I_c = 1.0.



TABLE15.- THIRD-ORDER,VCVS,LOW-PASSFILTERCIRCUITS(fc = i kHz)
r

I R

el I
c-"

I i
I
i
L_

IF Ral

I
FIRST STAGE ---- J. SECOND STAGE

e o

T

Filter Stage
response

Damping R by stage,
coefficient, d kR

Bessel a 1 Real pole

2 1.4471

Butterworth c 1 Real pole

2 1.000

Chebyshev d 1 Real pole

(O.5-dB peak-to- 2 0.5861

peak ripple)

Gain
C, _F

K

6.854 0.01 (b)
6.262 0.01 1.553

15.92 0.01 (b)
15.92 0.01 2.000

25.41 0.01 (b)
14.89 0.01 2.414

aThis Bessel filter is frequency-normalized to unity delay T(u) = i sec at

m/m C : 1.0.

bAdjustable.

CThis Butterworth filter is frequency-normalized to be -3-dB response at

=/_C = 1.0.

dThis Chebyshev filter is frequency-normalized so that the amplitude response

at the band-edge passes through the lower boundary of the ripple band at

=/=c : 1.o.

TABLE 16. - FOURTH-ORDER, VCVS, LOW-PASS FILTER CIRCUITS (fc = i kHz)

i ......... l___m

c I
! , il I

li " " i r-k_ i R R
_I II Ra I

_'i c-L" i c__
II T Rb:I

I I
[ FIRST STAGE _k

_R a

D

Rb

|

SECOND STAGE

e o

T
Filter

Stage
response

Damping R by stage,
coefficient, d k_

Bessel a 1 1.916

2 1.2414

Butterworth b I 1.848

2 0.7654

Chebyshev c i 1.418
(O.5-dB peak-to- 2 0.3401

peak ripple)

Gain (by stage)
C, _F K

5.264 0.01 1.084
4.70 0.01 1.759

15.92 0.01 1.152
15.92 0.01 2.235

26.66 0.01 1.582
15.43 0.01 2.660

aThis Bessel filter is frequency-normalized to unity delay T(m) = 1 sec at U/UC = 1.0.

bThis Butterworth filter is frequency-normalized to be -3-dB response at m/mC : 1.0.

CThis Chebyshev filter is frequency-normalized so that the amplitude response at the

band-edge passes through the lower boundary of the ripple band at m/m(] = 1.0.
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TABLE17.- FIFTH-ORDER, VCVS, LOW-PASS FILTER CIRCUITS (fc = 1 kHz)

T c TI C
I
I

F
eI

I

I Ra 1

FIRST STAGE [__ _ ..... SECOND STAGE

Filter Stage Damping
response coefficient, d

Bessel a 1 ---

2 1.775

3 1.0911

ButterworthC 1 ---

2 1.6180

3 0.6180

Chebyshev d I ---

(0.5-dB peak-to- 2 0.8490

peak ripple) 3 0.2200

R b

I

C--

THIRD STAGE

R by stage, Gain (by stage)
k_ C, uF K

4.364 0.01 (b)
4.213 0.01 1.225
3.735 0.01 1.909

15.92 0.01 (b)
15.92 0.01 1.382
15.92 0.01 2.382

43.93 0.01 (b)
23.05 0.01 2.151
15.64 0.01 2.780

aThis Bessel filter is frequency-normalized to unity delay t(m) = 1 sec at

_l_c = 1.0.

bAdjustable.

CThis Butterworth filter is frequency-normalized to be -3-dB response at

_l_c = 1.0.

dThis Chebyshev filter is frequency-normalized so that the amplitude response at

the band-edge passes through the lower boundary of the ripple band at =/m c = 1.0.

I
I
I

l
l
I eo

III
I

I
J

Higher-order filters are described in the other filter texts, such as in Refs. 10, 12, 42, and 43.
Higher-order filters are not only more complex, but they also require more attention to the matching and
accuracy of the components, filter-frequency tuning, and damping accuracy, and they should only be used

when absolutely necessary. In this text, the tuning and damping of all the previous filter circuits and
of the following all-pole high-pass circuits need be adjusted only to within ±10% for an acceptable

filter accuracy. For contrast, a sixth-order, 3-dB, peak-to-peak ripple Chebyshev filter requires fre-

quency tuning accuracy of ±1%, an order of magnitude more difficult to achieve than that required for the
circuits shown here.

1.5.3 Voltage-Controlled Voltage-Source High-Pass Filters

Tables 18-21 list the all-pole high-pass filters corresponding to the low-pass filters in Tables 14-

17. It should be noted that the Bessel high-pass filter should probably be considered as only a highly

damped filter since the linear phase which is characteristic of the low-pass Bessel filter is not

attainable for the high-pass condition.

As discussed earlier in Sec. 3, high-pass filters are not usually recommended for use as signal-
conditioning filters unless the high-frequency noise is limited by other system parameters. However,
high-pass filters are combined with low-pass filters to produce very effective broadband filters. Fig-

ure 151 illustrates how this is accomplished.



TABLE18.- SECOND-ORDER, VCVS, HIGH-PASS FILTER CIRCUITS (fc = 1 kHz)

e I

T

I| L

II •

c

R:

R

_d) Rb Ra "

%1

e o

Filter

response

Bessel a

Butterworth b

Chebyshev c
(O.5-dB peak-to-
peak ripple)

Damping Gain
coefficient, d R, k_ C, _f K = 3 - d = I + (Ra/Rb)

3 27.57 0.01 1.268

2 15.92 0.01 1.586

1.1578 19.60 0.01 1.842

aThis Bessel filter is frequency-normalized to unity delay t(m) = 1 sec at

w/wc = 1.0.
bThis Butterworth filter is frequency-normalized to be -3-dB response at

_/=C = 1.0.

CThis Chebyshev filter is frequency-normalized so that the amplitude re-

sponse at the band-edge passes through the lower boundary of the ripple

band at w/w c : 1.0.
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TABLE 19. - THIRD-ORDER, VCVS, HIGH-PASS FILTER CIRCUITS (fc = 1 kHz)

Filter

response

Bessel a

Butterworth c

Chebyshev d
(O.5-dB peak-to-

peak ripple)

I

( a '_

el I C

T'I R Rb

I
I
I FIRST STAGE

Stage

--I"
I

: I

,I

R

---" SECOND STAGE

K 1 +(Ra/R b)

Damping R by stage,
coefficient, d k_

1 A real pole
2 1.4471

1 A real pole
2 1.0000

1 A real pole
2 0.5861

1
I
I

' I
Ra'¢ ' I eo

I

Rb' ' I

I
1

Gain (by stage)
C, pF K

36.96 0. i (b)
40.45 0.I 1.553

15.92 0.I (b)
15.92 0.i 2.000

9.970 0.I (b)
17.01 0.I 2.414

aThis Bessel filter is frequency-normalized to unity delay t(w) = 1 sec at m/w c = 1.0.
bAdjustable.

CThis Butterworth filter is frequency-normalized to be -3-dB response at w/w c : 1.0.

dThis Chebyshev filter is frequency-normalized so that the amplitude response at the

band-edge passes through the lower boundary of the ripple band at m/mC : 1.0.
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TABLE20.- FOURTH-ORDER,VCVS,

il R

e I

Filter Damping
response Stage coefficient, d

Bessela 1 1.9159
2 1.2414

Butterworth b i 1.8476
2 0.76537

Chebyshev c I 1.4182
(_.5-dB peak-to- 2 0.34007

peak ripple)

HIGH-PASS FILTER CIRCUITS (fc = i kHz)

---_I
C

t

R,
Rb

e o

R by stage,
k_ C, _F

48.15 0.01 1.084
53.94 0.01 1.759

15.92 0.01 1.152
15.92 0.01 2.235

9.502 0.01 1.582
16.41 0.01 2.660

Gain (by stage)
K

aThis Bessel filter is frequency-normalized to unity delay T(=) = 1 sec at =/mC = l.O.

bThis Butterworth filter is frequency-normalized to be -3-dB response at m/mc = 1.0.

CThis Chebyshev filter is frequency-normalized so that the amplitude response at the

band-edge passes through the lower boundary of the ripple band at m/m(] : 1.0.

TABLE 21. - FIFTH-ORDER, VCVS, HIGH-PASS FILTER CIRCUITS (fc = 1 kHz)

• I

=- ....

I
I

c

R:
Rb

I

-b J
I

R I
i I

Ra:

%:

SECOND STAGE

C

a

R I Rb:

v

THIRD STAGEFIRST STAGE

Filter
Stage

response

Bessel a I ---

2 1.775
3 1.091

Butterworth c i ---
2 1.6180

3 0.6180

Chebyshev d I ---
(O.5-dB peak-to- 2 0.8490

peak ripple) 3 0.2200

Damping R by stage
coefficent, d kR

Gain (by stage)C, pF
K

58.06 0.01 (b)
60.14 0.01 1.225
68.83 0.01 1.909

15.92 0.01. (b)
15.92 0.01 1.382
15.92 0.01 2.382

5.768 0.01 (b)
10.99 0.01 2.151

16.20 0.01 2.780

aThis Bessel filter is frequency-normalized to unity delay _(m) = 1 sec at m/mc = 1.0.
bAdjustable.

CThis Butterworth filter is frequency-normalized to be -3-dB response at m/mC = 1.0.

dThis Chebyshev filter is frequency-normalized so that the amplitude response at the

band-edge passes through the lower boundary of the ripple band at m/mC = 1.0.

I
I
I

I
I
I eo

TII
I
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1.5.4 Cauer (Elliptic) High-Pass and Low-Pass Filters

The Cauer filters come very close to the ideal filter amplitude response. As shown in Fig. 26, the

Cauer filter has a very steep attenuation outside the cutoff frequency fc" This is possible because

Cauer filters have a transmission zero (or zeros) just outside the passband. These transmission zeros

can sometimes be placed at some discrete interference frequency to achieve very high attenuation. Fig-
ure 152 illustrates the important design parameters of a fifth-order Cauer filter.

As for the Chebyshev filters of Tahles 14 through 21, the cutoff frequency for the Cauer filter is

defined as the point at which the filter attenuation first exceeds RdB. Both the Cauer and Chebyshev

filters have ripple in the passbands; however, the Cauer filter also has ripple in the stop-band. The

attenuation term (AdB) is defined for the Cauer filter as the difference in decibels between the O-dB
level and the maximum stop-band ripple. The first time the filter achieves AdB outside the passband is

called fs-

- The third-order Cauer low-pass filter of Table 22 and the similar high-pass filter of Table 23 were
designed from tables given in Ref. 42. This particular implementation of the Cauer filter requires many
diverse values of resistors and capacitors, but only uses one operational amplifier. A tolerance of 1.0%

on the resistor and capacitor values is adequate for most applications. A ripple (RdB) of 0.01 d8 is

recommended for transient data, and a ripple (RdB) of 0.28 dB is advised for nontransient data.

TABLE 22. - LOW-PASS, THIRD-ORDER CAUER FILTER (fc = 1 kHz)

[ R4?
v

c I

It R7: %(K-11

Load impedance must be high and the input impedance low.

Filter parameters

fs

K

Gain

R1

R2

R3

Ripple R4

(RdB) = 0.01 dB R5

Cl

C2

C3

C4

C5

fs

K
Gain

R1

R2

R3

Ripple R4

(RdB) = 0.28 dB R5

Cl

C2

C3

C4

C5

50 dB

7,185 Hz

1.148

1.098
3.487 k£

6.974 k£

50.45 k£

227.0 k£

I0.00 k£

0.03848 pF

8,553 pF

1,182 pF

591.1 pF

0.0100 pF

4,134 Hz

1.319

1.247

3.525 k_

7.050 k_

40.84 kR

183.8 k_

Attenuation (AdB)

40 dB

5,241Hz

1.206

1.111
3.620 k£

7.240 k£

28.05 k£

126.2 k£

i0.00 k£

0.03724 uF

30 dB

3,628 Hz

1.343
1.141

3.922 kR

7.844 k_

14.80 kR

66.62 k_

I0.00 k_

0.03474 pF

i0.00 k_

0.05936 pF

0.01319 uF

2,278 pF

1,139 pF

0.02091 pF

8,274 pF 7,721 pF

2,136 pF 4,090 pF

1,068 pF 2,045 pF

9,856 pF 9,498 pF

2,924 Hz 2063 Hz

1.410 1.603

1.263 1.297
3.719 k_ 4.119 k_

7.438 k_ 8.238 k_

21.42 k_ 11.65 k_

96.38 k_ 52.43 k_

i0.00 k_ i0.00 k_

0.05631 _F 0.05095 uF

0.01251 _F 0.01132 _F

4,345 pF 8,002 pF

2,172 pF 4,001 pF

0.02040 _F 0.01929 uF
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TABLE 23. - HIGH-PASS THIRD-ORDER CAUER FILTER (fc = I kHz)

R3 I R4

i C3_.___ R2

R1

R7 = R6(K - 1)

, C5

,¢

R5< e o

The load impedance must be high and the input impedance should be low.

Attenuation (AdB)
Filter parameters

Ripple

(RdB) = 0.01 dB

Ripple

(RdB) = 0.28 dB

fs

K

Gain

R1

R2

R3

R4

R5

Cl

C2

C3

C4

C5

fs

K
Gain

R1

R2

R3

R4

R5

Cl

C2

C3

C4

C5

Note that there are two gains (K and Gain

circuit gain of the operational amplifier and

50 dB

139 Hz

1.148

0.0505
4.136 kS

18.61 kS

134.6 kS

269.3 kS

15.90 kS

0.04564 uF

0.02282 uF

3,155 pF

701 pF

0.01592 uF

242 Hz

1.319
0.0717

2.681 kS

12.06 kS

69.88 kS

139.8 kS

7.610 kS

0.04515 uF

0.02258 uF

3,897 pF

865.9 pF

0.01592 uF

40 dB

191 Hz

1.206

0.0955
4.274 kS

19.23 kS

74.52 kS

149.0 kS

16.15 kS

0.04397 pF

0.02198 uF

5,674 pF

1,261 pF

0.01592 pF

342 Hz

1.410
0.146

2.826 kS

12.74 kS

36.63 kS

73.26 kS

7.800 kS

0.04279 pF

0.02140 pF

7,430 pF

1,651 pF

0.01592 pF

) given in Tables 22 and 23.

is equal to

30 dB

276 Hz

1.343

0.2015

4.581 kS

20.61 kS

38.91 kS

77.82 kS

16.76 kS

0.04058 pF

0.02029 pF

0.01754 _F

2,389 pF

0.01592 _F

485 Hz

1.603
0.306

3.124 kS

14.06 kS

19.89 kS

39.78 kS

8.251 kS

0.03864 _F

0.01932 uF

0.01366 _F

3,036 pF

0.01592 uF

The gain K is the closed

K = I + (R7/R6) (141)

The gain K must be set to the value shown in the tables for proper functioning. Resistors R7 and R6 are

not frequency determining resistors and therefore are not scaled as the other resistors in the filter.

The gain value shown in the tables is the overall circuit gain and is smaller than K since the input

resistors form an input voltage divider. This voltage-divider effect is particularly detrimental in the
high-pass-filter format.

When a higher-order Cauer filter is required, the multioperational amplifier filter implementation

shown in Ref. 44 is recommended. The spread of component values is less and, therefore, the filter is
easier to implement and tune.
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1.5.5 Commutating Bandpass and Band-Reject Filter

A useful special-purpose filter is the commutating filter. The filter illustrated here is the one

presented by Deboo (Ref. 43) and the following description is based on Deboo's text.

The commutating filter is mainly of use in applications such as phase-sensitive detection systems
where a critical clock frequency is already available. With the commutating filter, a very high Q band-
pass filter can be constructed which tracks the fundamental clock frequency; thus component and frequency

drifts are not relevant factors in filter performance.

The principle of the commutating filter can best be understood by referring to Fig. 153. In

Fig. 153a, a commutator sequentially switches n capacitors; it illustrates how the basic commutating

filter is implemented. In actual practice, the mechanical switch used in the illustration is replaced

with an electronic switch, as shown in Fig. 154.

Figure 153b illustrates the bandpass response of this type of filter at various frequencies. In this

figure, fs = 8 fc = 8 kHz, where fs is the commutating (sampling) frequency, and fc = 1 kHz is the center

frequency of the desired bandpass. As can be seen in Fig. 153, this filter actually passes frequencies

near zero with slightly more gain than those at I kHz. The filter continues to produce passbands with

decreasing gain at multiples of fc = 1 kHz until zero gain is reached at the switching frequency, fs = 8

kHz. Above fs, the gain of each bandpass window starts to increase again. Nulls occur at each whole

multiple of 8 kHz, for example, at 8 kHz, 16 kHz, and 24 kHz.

The actual output of the basic commutating filter of Fig. 153a to an 1-kHz input is shown in

Fig. 153c. This figure shows, as expected, that there are eight samples per cycle. This also explains

why the 2-and 3-kHz windows are not used (they would provide even fewer samples per cycle). The larger

the number of samples per cycle, the better the original input waveform can be reconstructed. The pass-

band windows at 4 kHz and higher produce output frequencies that are not the same as the input frequen-
cies and are thus to be avoided.

In Fig. 154, the analog input bandpass filter eliminates the steady input and drastically reduces the

inputs that are harmonics of 1 kHz. The output analog filter removes the high-frequency "step" response

introduced by the switching process. A spectral response of the filter in Fig. 154 is shown in Ref. 43

and shows no detectable passband responses other than at 1 kHz. This spectral response curve indicates a

final attenuation of greater than 50 dB, which is very good for an active filter. With analog filters in

the input and output, the filter tracking is limited to variations within the input and output filter
bandwidth.

The commutating filter can also be configured as a notch filter. The input and output of the com-

mutating filter are in phase and of equal amplitude. The output signal is inverted and then summed with

the input, which produces a notch filter by the resulting cancellation. A commutating notch filter of

this type is described in Ref. 45.

1.6 SELECTING COMPONENTS FOR AN ACTIVE FILTER

The choice of an active-filter resistor is dictated by the application requirements. In airborne

applications, temperature variations often cause unacceptable resistance changes. Carbon-film resistors

are adequate for many applications where the temperature variations are limited and overall component

accuracy is not critical. For example, a carbon composition resistor with a temperature coefficient, TC,

of 400 parts per million per °C (ppm/°C) will have a 1% change with a 25°C temperature change. Metal-

film resistors (TC of 100 ppm/°C) are a good cost compromise between carbon composition resistors (TC of

250 to 500 ppm/°C) and high grade wire-wound resistors (TC of a few ppm/°C).

The choice of suitable filter capacitors is often more difficult than the choice of resistors.

Cost, performance, and size are important in the selection of capacitors for filter use. The poly-

styrene capacitor has high temperature stability, but it is large and is temperature-limited to about

85°C. Metalized Mylar capacitors, although physically smaller, have a larger TC and power factors

but have limited temperature range. High-quality mica capacitors are physically large at larger

capacitance values, but they have a very low TC and low loss. Teflon capacitors have a temperature

range of -60°C to +150°C with a temperature coefficient of -250 ppm/°C and very low loss. Glass and

silver mica capacitors are stable, but are useful mainly for low values of capacitance. The temperature-

compensated ceramic capacitors are very small, but have poor stability and exhibit high electrical loss.

Tantalum oxide capacitors are attractive because of their high capacitancesper unit volume; however,

they should only be used with great care, because the initial value of capacitance can vary markedly.
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Figure 140. Illustration off actors used in

definition of the decibel
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Figure 141. Block diagram of lumped-parame-
ter linear filter
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APPENDIX J

THERMOCOUPLE PATTERN-CIRCUIT TECHNIQUE

A pattern circuit for analyzing thermocouple circuits was devised by Dr. Robert J. Moffat of

Stanford University (Stanford, California). This technique is the most effective one known to the
author for thermocouple circuit analysis. Dr. Moffat's technique was first described in Ref. 24,
which was later published in Ref. 23. The following discussion draws extensively on Dr. Moffat's

work and uses his techniques.

Dr. Moffat states in Ref. 24 that "... It can be shown from either the free-electron theory of

metals or from thermodynamic arguments alone, that the output of a thermocouple can rigorously be
described in terms of the contribution from each of the lengths of material comprising the circuit;

the junctions are merely electrical connections between the wires."

This can be easily illustrated by a minor change in Eq. (30) to yield

f T1eAB = 2 (el - e2) dT (dl)

Equation (J1) could be viewed as indicating that the thermoelectric voltage originates in the wire

instead of at the junction. This interpretation does not negate or contradict any of the findings

of Peltier, Thompson, or Seebeck; rather, it is entirely consistent with their results. Such a view

offers a great operational advantage, for it opens the way to graphic analysis of thermocouple cir-

cuits. Graphic analysis is used with the pattern-circuit concept to analyze the behavior of the

most complex thermocouple circuits. When a thermocouple circuit can be reduced to the pattern circuit,

the calibration tables provided for the two materials are applicable. The pattern technique requires

a method of graphically relating the voltage output eo of Fig. 155 to the temperatures T 1 and TR. For

graphic analysis of this nature, the curves of Fig. 156 are used. These curves are a linearized ver-

sion of those in Fig. 46 where the metals shown are calibrated against platinum.

The use of linearized approximations of the actual thermocouple outputs versus temperature in no way

limits the pattern-circuit technique as used in this document. The purpose of this technique is not to
derive the system output voltage, but to demonstrate graphically that a complex thermocouple circuit per-

forms identically to the pattern circuit. In fact, arbitrary curve slopes can be used in the graphic

analysis as long as different slopes are used for each thermoelectrically unique material. When using

arbitrary slopes, it is desirable to keep the relative slope magnitude proportional to the actual magni-

tude. Once the relationship has been established between the actual circuit and the pattern circuit, the

tables and equations representing the thermocouple circuit output are applicable to the complex circuit.

Figure 157a illustrates a typical laboratory thermocouple measuring system which uses a null-balance

millivoltmeter to measure the thermocouple voltage. When the null-balance millivoltmeter output voltage

exactly counters the Seebeck voltage, no current flows in the thermocouple circuit. This circuit can now

be represented by that of Fig. 157b. This is the pattern circuit. To analyze the circuit graphically, a

voltage-versus-temperature curve is constructed, as shown in Fig. 157c. The following procedure is used

to construct this curve:

1. Locate point (I) at zero voltage and TR.

2. Using the voltage-versus-temperature slope for Chromel (EP or KP) from Fig. 156, draw a line

using an increasing voltage until it intercepts T1 at point (2).

3. From point (2), use the slope for Alumel (KN) and proceed back to point (3) which is at the

reference temperature TR as was point (1).

4. Point (3) on the ordinate is the pattern-circuit output voltage, ep = eo.

Now that the pattern circuit has been demonstrated, a simple example will be used to analyze three

"laws" of thermocouples which are useful to instrument engineers. Figure 158 illustrates the law of

interior temperatures. In Fig. 158a, a candle is shown heating point (2) of material A. The effects

are illustrated graphically in Fig. 158b. To analyze the circuit, the following procedure is used:

1. Starting at point (1) (TR and zero voltage), proceed to point (2) at T 2, along the voltage-

versus-temperature curve for material A.

2. From point (2), move down the same slope to point (3) at T 3.

3. From point (3), move along the slope for material B to point (4) at TR.

The circuit output is identical to that of the pattern circuit that would overlay Fig. 158 from point (1)

to (3) to (4). Thus, it is concluded that temperature gradients along a wire do not affect the output

voltage. (Ir actual practice, wire is tested for homogeneity by this method. A sharp temperature gra-

dient is passed along the wire and if an output is generated, the wire is defined as inhomogeneous.)

I=RECEDING PAGE BLA_iK NGT FiL_,'_-'-D
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Figure 159 illustrates the law of inserted materials. In this figure, a material C has been inserted

into the material-A portion of the circuit. As can be observed from Fig. 159b, as long as points (2) and

(4) are at the same temperature, the inserted material will produce no variances from the ideal pattern

circuit. It is important to notice that the analysis in Figs. 158 and 159 is done with arbitrary mate-

rials that have fixed but arbitrary output slopes. This is very convenient when analyzing a complex cir-

cuit and in no way invalidates the comparison. In this case the pattern circuit lies along the lines (i)
to (5) and (5) to (6).

Figure 160 illustrates the law of intermediate materials. In this example, a material C has been

inserted between the two materials A and B at the measurement junction. This is different from Fig. 159
in that the inserted material is now located at one of the measurement junctions.

As can be seen from the graphic analysis of Fig. 160, when T2 and T4 are the same, there is no

deviation from the ideal pattern circuit, that is points (I) to (2) to (5). The law of intermediate

materials is of great practical importance in that it deals with how thermocouple junctions can be manu-

factured. In practice, a thermocouple junction is soldered, brazed, or welded (the welding process

itself produces a new material). As long as the new material begins and ends at the same temperature

(isothermal), no extraneous voltage is generated in the circuit. This isothermal condition is usually

accomplished by designing the thermocouple junction installation to avoid thermal gradients. When a

thermocouple junction is installed in a strong temperature gradient or the installation itself introduces

a sharp temperature gradient (non-isothermal condition) it will invalidate the conditions for the above
illustration and re-design will be required.
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APPENDIX K

ANALYSIS OF AN ICE-BATH REFERENCE

Figure 161 illustrates a temperature-measuring system using an ice-bath reference. Figure 161a

illustrates the open-circuit equivalent of this circuit. A major advantage of this circuit, and of other
temperature-reference systems, is that copper wiring can be used from the ice-bath reference to the
measurement system. Note that in the open-circuit case, a temperature difference between points (I) and

(5) in Fig. 161a must also be avoided f this circuit is to agree exactly with the pattern circuit.
Fortunately, the thermoelectric sensitivity of copper is low, which minimizes this potential error

source. Figure 161b is a pattern circuit of the ice-bath reference.
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Figure 161. Analysis of ice-bath reference thermocouple circuit
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APPENDIX L

PROPORTIONAL-CONTROL HEATER FOR THERMOCOUPLE REFERENCE OVENS

The correctly designed proportional-control heater produces much less electrical noise than either
the on-off thermostatically controlled or electronic-pulsed input ovens. Since thermocouples typically

have very low output, it is important to reduce the coupling of switching noise into these sensitive
circuits.

Inside the reference oven, the thermocouple junctions are mounted to an isothermal reference bar.

The thermocouple junctions should be electrically insulated from, but closely coupled thermally, to the
isothermal bar. Any good thermal conductor such as silver or copper will make a good isothermal bar.
The bar should be well isolated from external heat sources, and the temperature should always be moni-

tored. A platinum-type resistive-temperature gauge serves well as a monitor. The thermocouple wires
should be routed through the insulation in a manner that avoids producing excessive temperature gradients

and temperature losses. In cases in which extra heating capabilities are required, the power transistor
can be mounted inside the insulated area.

The circuit shown in Fig. 162 was initially used to control the temperature of a precision force-

rebalance altimeter and was adapted for use as a thermocouple reference-oven temperature controller.
This circuit is not a state-of-the-art design, but it is well proved and is used here for illustration

purpose.

It is the author's opinion that the on-off thermostat should be avoided because of its electrical-

noise generation potential. Although the bimetal thermostat is basically very simple, it lacks accept-
able accuracy and repeatability for normal applications. The mercury column "thermometer"-type thermostat
is accurate (±0.5°C) and is a desirable alternative to the bimetal thermostat; however, for flight-test
applications, the mercury column often separates under shock and vibration and results in very erratic

switching points.
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APPENDIX M

THERMOCOUPLE REFERENCE-JUNCTION COMPENSATOR

173

A thermocouple reference-junction compensator is often used in place of an ice bath or a reference
oven to provide a reference for a thermocouple circuit. In one technique for constructing a reference-

junction compensator, a temperature-sensitive bridge is used.

The reference-junction compensator of Fig. 163 is designed to compensate a type-K (Chromel-Alumel)
thermocouple. This same technique can be used for any of the common metal-type thermocouples. Note
that if the thermocouple is grounded, EB must be isolated from ground. Also when either the power

supply or the thermocouple is grounded, the amplifier connected to the output should be an isolation- or

differential-type amplifier. The technique used in this appendix is based on the one used in Ref. 46.

To analyze the implementation of the circuit shown in Fig. 163, proceed as follows:

I. Assume that the desired reference temperature TR is 20°C and that it is desired to compensate

for reference-junction ambient temperature variations of ±20°C; therefore, where Tam b is the ambient

temperature,

Tamb = TR ± 20°C (MI)

2. Approximate the copper-wire/resistance-temperature relationship using the following equation:

RT : R20 + m R20 (Tam b - 20°C) (M2)

In Eq. (M2), R20 is the value of RT at 20°C, Tam b is the temperature of the compensator reference zone,

and m is the temperature coefficient of resistivity. For annealed copper, m is specified as 0.00393/°C
at 20°C. In this example, R20 is arbitrarily set at 15 _. Over the temperature range of O°C to 40°C,

the temperature sensitivity of a type-K thermocouple, SK, is 40 _V/°C.

3. Assume Tx is, for convenience, temporarily fixed at 20°C. Now, when Tam b is also at 20°C and

when R1 = R2 and R3 = RT = R20 : 15 _, the bridge output eB is zero.

4. Allow the reference-junction temperature Tam b to drift away from 20°C, and both the bridge and

the thermocouple reference junction will generate voltage outputs that are constrained to cancel each

other (remember that Tx is still held at the desired reference temperature, that is, 20°C).

For the reference-junction compensator to function properly under these conditions, the thermocouple

error voltage and the bridge voltage eB should exactly cancel each other. The thermocouple error voltage

e K can be expressed as

e K = SK(Tam b - 20°C) (M3)

where SK is the thermocouple sensitivity in volts per degree.

To simplify the bridge design, R 1 and R 2 are made equal. Resistors R1, R2, and R 3 should be high-

quality, metal-film resistors or precision wire-wound resistors. Resistors RI and R 2 are selected to be

much larger than RT and R 3, thus making the current through RT essentially independent of small varia-

tions in RT. Resistors R 1 and R 2 are arbitrarily chosen to be 5,000 _ for this exercise.

The bridge-generated output voltage can be expressed as

eB = _ R20(Tam b - 20°C)IT (M4)

Since eB and eK must be equal and opposite when the junction compensation is effective, the following

relationship can be used to calculate IT, which sets the bridge sensitivity:

e K : SK(Tam b - 20) = eB = e R20(Tam b - 20°C)IT (M5)

This equation is then solved for I T as follows:

I T = SK/(_ R20 ) (M6)

(Note that the relationship shown does not place any limitations on the variation of Tamb. This is

misleading, since these equations are linear approximations of what is basically a nonlinear process.
Large divergences of Tam b from 20°C cause errors because of the accumulated nonlinearity.)
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In the selected example, the following terms have been defined:

SK : 40 x 10 -6 V/°C

= 39.3 x 10-4/%

R20 = 15

Therefore, I T can be calculated from Eq. (M6) as

I T = 40 x 10-6/(39.3 x 10-4)(15) = 0.679 mA

The bridge current I B is equal to 21 T, or 1.36 mA. When the bridge power supply EB is available as 5 V,
then RB is

or

RB = (5/IB) - [(R I + R3)(R 2 + RT)/(R I + R2 + R3 + RT)]

RB = 1,169

This design can be adapted to other thermocouple types by merely substituting the appropriate value

of thermocouple sensitivity for the thermocouple under consideration (for S K in the above equations).

Other materials can be used for the temperature-sensitive element by using an appropriate _.

The accuracy of this technique is limited by three major factors: (1) the linearity of SK, (2) the

linearity of _, and (3) the bridge nonlinearity for large changes in RT. The practical design would

incorporate a technique for setting the initial system to zero. Figure 164 illustrates one method of
accomplishing this adjustment for the previously derived compensator.
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APPENDIX N

ANALYSIS OF A STANDARD COPPER CONNECTOR IN A THERMOCOUPLE WIRING CIRCUIT

Provisions are often required for a wiring disconnect in a thermocouple circuit. Since different

metals and assembly materials are involved, there is a potential for introducing substantial errors into
the thermocouple temperature measurement. The most common technique for making a disconnect is to use a

standard flight-qualified connector which would normally be used for copper wiring (a plug using copper
pins). When certain system restrictions are possible, this approach is the easiest to implement. Fig-
ure 165 illustrates this connector problem for two common situations. Figure 165b illustrates a common

temperature distribution for a bulkhead disconnect where there are different ambient temperatures on
each side of the bulkhead. In this case, significant errors can be introduced into the thermocouple cir-
cuit. Figure 165c represents an application of the "law" of inserted materials. (See Appendix J for a

more thorough treatment.) Even when thermocouple wires A and B are passed through different plugs, that

are at different temperatures (that is, T 2 _ T5) , no errors are introduced as 19n_ as there is no temEeratlLre_
gradient between the ends of each connector pin.
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APPENDIX 0

THE PATTERN-CIRCUIT ANALYSIS TECHNIQUE FOR COMPLEX THERMOCOUPLE CIRCUITS

The pattern-circuit method is a valuable one for analyzing complex thermocouple circuits. This
appendix presents an analysis of two common circuit situations to illustrate how the pattern-circuit

method is used. The technique for constructing a thermocouple reference-junction compensator is pre-
sented in Ref. 46. In that reference, a circuit (Fig. 166a) is presented that is similar to the one in

Fig. 50. The pattern-circuit analysis of Fig. 166b confirms that the circuit is properly mechanized and
that the circuit of Fig. 166a should have the same output as the pattern circuit; however, the graphic

solution seems overly complex. It is not immediately clear why two isothermal zone boxes are required
and, indeed, only one reference is actually required. When the redundant zone box is eliminated, the
graphic analysis of Fig. 166c results. Visual inspection shows that the thermocouple wire from point

(4) to point (5) is in this case redundant. The result is the simplified circuit of Fig. 163 which has
eliminated one junction and one isothermal zone box.

When a commutating switch is used in conjunction with a number of thermocouples and zone boxes, an

innovative technique of adding a reference junction may be applied. Figure 167 illustrates two methods
of adding a reference junction to commutated thermocouples of a single type and also provides a pattern-
circuit analysis of each method. In these cases, the reference-junction voltage is successively added to

each sampled thermocouple sensor. Electrically, each circuit agrees with the pattern circuit.

An example of how to use the pattern-circuit technique to locate errors is examined in Fig. 168,

assuming that the reference junction was reversed as shown. In Fig. 168b, it is clearly shown that the

pattern voltage ep does not equal the actual circuit output voltage eo.
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